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A3STiACT

A GEOQ.E=-IC OPTICS - L FM CALCULATING T' FID STREGTH OF ECTRONiAG-
IWIC WAVES IN THE PRESENCE OF A TROPOSPH-RIC DUCT

Raymon. P. "asky
University of Dayton, 1977

:'ajor .professors Dr. 3. K. Schmidt

The theory and development of a geoetric optics model for aalyzin;

the effects of anomalous atmospheric refraction on the field strength of

radio frequency emitters is presented. The model is derived from Fermat's

principle which defines the A-uler-Lagrang-e equations of a ray and the ray

ontical path length. This model is applicable to radio propagation above

30 .{z where ionospheric effects are generally negligible. Given an iso-

tropic emitter of kno;n frequency, polarization, pulse width, and alti-

tude, the free space normalized power density and field strength axe cal-

culated as a function of altitude and distance alonq the earth's surface.

Computations are made by constructing a ray trace and utilizinG the Jacob-

ian of the transformation between ra", s:ace coordinates and wavefront
surface coordinates to solve for the time-aver-aged free space normalized

* -. 'Poynting vector.

The atmosohere is treated as a non-magnetic inhomogeneous medium

which is other.:ise linear (p and E are independent of the fields) and

isotropic (p and S are scalars). The atmospheric refractive index is

.moeled as a function of altitude above a spherical earth surface by

either a standard Central 2adio Iropagation Laboratory (M.) exponential

+. iii
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function or by measured profiles obtained from meteorological sounding-s

(horizontal homogeneity in the refractive index may be assumed over

relatively large distances). Fields that are incident upon the earth s

surface are specularly reflected and attenuated by a 71esnel reflection

coefficient and a surface rouGhness factor .hich is dependent upon the

an.le of incidence and standard deviation of the surface about a mean

height.

results obtained with this model are compared to experimental and

Uaveguide mode theory field strength calculations for a low altitude

sunerrefractive atmospheric layer, or tropospheric duct, lyin. along a

200 nautical mile path off the California coast between San Diego and

uadalupe island. Field strength calculations are presented at 65, 17C,

-520, n 3300 Miz first using the average measured refractive index pro-

file for thc audalupe Island duct and then a trilinear appro::imation to

tzt profile. The results show< a fair a-mount of aeement with the ex-

-=rinental and waveguide data at the lo.;er frequencies, with good to

excellent comarisons at 520 and 3300 ruz especially when the Guadalupe

Island refractive index profile is used. Calculations are restricted

to the region within the duct because of limitations in the geometric

ontics method, which are discussed at length.

a

a

a.
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INTRODUCTION AND DISCUSSION OF THE THESIS

Background

The beginning of large scale research in electromagnetic wave prop-

agation over the surface of the earth was prompted by Marconi' s demon-

stration in 1901 that signals could be transmitted across the Atlantic

Ocean. Much of the work concentrated on providing a description of four

mechanisms that had been proposed to account for over-the-hon son trans-

missions diffraction by the earth, reflection from an elevated layer of

ionized gases (i.e., the ionosphere), atmospheric refraction, and sur-

face waves at the boundary between differing dielectric media.1 Papers

by Zenneck, Sommerfeld, and Watson concluded that long distance propaga-

tion up to 30 MHz was explainable in terms of all of these mechanisms

except atmospheric refraction, which was found to have a negligible ef-

fect. 1 , 2

* During the period Immediately preceding and following World War II,

the useable radio spectrum was extended from 30 MHz to approximately

*300 GHz. In this region the effects of surface waves, earth diffraction,

and ionospheric reflection are generally absent, while refraction by the

lower atmosphere or troposphere, becomes the central mechanism which en-

ables long distance signal transmission.3 As will be shown in Chapters

II and IV, it is not the absolute value of the refractive Index of air

that is important In describing radio propagation at these wavelengths,

but rather Its rate of change.
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Under "stand rd" conditions the atmospheric index of refraction

remains essentially constant in horizont.l directions while decreasin-

exponentially with increasing altitude.l 1 4  From Snell's lau of op-

tics (hapter lI) this negative gadient in the refractive index nor-

mally bends horizontally launched radio vaves around the curvature of

the earth so that the radio horizon is about 4/3 the distance to the

geometric horizon. If the eradient has a greater than normal magnitude

the waves will be refracted even further around the earth's surface,

thus extending, the radar horizon. :.hen the gradient becomes suffici-
ently lare, the waves may have the same curvature as that of the earth
sp~e_-Tefractl, theaves , oy have nG onesyasalrtn uAl

and follow- the earth's surface indefinitely, a condition referred to as

superrefraction, trappinZ., or ductinG. Conversely, a smaller than usual

change in the refractive index results in substandard propagation or

subrefr-action.

The refractive index of air at radio frequencies is a function of

total atmospheric -=essure, water vapor content, and temperature (Chap-

ter II) and is therefore subject to local meteorological conditions.

Greater than normal refraction generally occurs when the temperature in-

creases or the humidity decreases rapidly with height, such as when a
* w:aL-= dry air mass from the land is blown out over a cooler sea surface,

or w;hen heat is radiated from the earth's surface at night and the gound

is moist. Such conditions are called temperature and humidity inver-

4 aons, .ith huidity inversions usually being the dominant factor in de-

te-rmining atnospheric refraction properties. As a result, supe-refract-

ive and nearly superrefractive propagating conditions are more prevalent

Over oceans than over land surfaces. 5 ' 6, 7 Superrefractlive conditions,

"hen they do exist over land, tend to exhibit more pronounced daily var-

iations than over the sea, since land masses change temperature more
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rapidly than do sea bodies. In either case, superrefraction occurs most

frequently under fair weather conditions when the atmosphere is verti-

cally stratified and there is little or no air mixing due to turbulence.

Propagation is more nearly normal when the atmosphere is cold or stormy

or when very rough terrain and high winds contribute to the mixing proc-

I ess.7

Long distance propagation due to superrefraction is possible with

only a relatively small change in the refractive index. A mere gradient

of (-1.37)l0 ? parts per meter in altitude for the index will result in

ducting. However, as Skolnikl illustrates, the results may be dramatic,

as in the case of a ground based 200 MHz radar in Bombay, India, which

frequently received target echoes from points in Arabia at ranges of

1000 to 1500 miles during World War II. Such extremely long distance

operation is possible since the atmospheric duct behaves like a leaky

waveguide, with the ground plus the thermal or humidity inversion layers

acting as lossy waveguide walls. While most ducts are bounded by the

earth on the bottom and an upper inversion layer usually not more than

several hundred feet high, elevated earth-detached ducts have been re-

ported up to altitudes of several thousand feet. 7 ' 8, 9

As an example of subrefractive conditions, Skolnik7 cites an in-

stance when radars off Fisher's Island, New York, were unable to see

Block Island only 22 miles away, although it was optically visible. This

*occurred because the refractive index gradient, rather than bending the

signals around the earth's curvature, refracted the signals away from

the earth, thus reducing the range to the radar horizon. Under certain

circumstances subrefraction may result from a low flying fog for which

Pert of the water in the air changes from a gaseous to a liquid state.

Although the total amount of water in the air remains unchanged, only the

...................
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water in a vapor form contributes significantly to the air's refractive

index, making the index lower than normal at the surface, and conse-

N •quently yielding substandard propagation conditions. 7

Statement of the Problem

p hile surveying the literature for the effects of refraction on

propagation at radio frequencies, it becomes evident that the vast ma-

" jority of analytical work in this area has been conducted by using prop-

agation models that are either extremely simplistic or exceedingly com-

plex and specialized. The simpler approaches generally assume some form

of "standard" vertical refractive index profile1 0 ' 11 such as a constant

gradient index or "4/3 effective earth radius" model (Chapter II), which

is not representative of superrefractive or subrefractive atmospheric

conditions. The more complex methods, which use waveguide mode theory

to solve for tropospheric refraction, 1 2 ' 13 axe generally limited to

atmospheric structures having only one or two inversion layers since the

difficulty of solution increases rapidly with the number of changes in

the vertical profile. In either case, measured refractive index data

is usually replaced by approximate profile models which, as Chapter VI

indicates, may have a noticeable effect on results.

The Durpose of this thesis is to present the theory and development

of an accurate yet practical model for analyzing the effects of atmos-

pheric refraction on the field strength of radio frequency emitters in

the 30 !..iz to 100 GHz spectrum. Results obtained from this model are

compared with theoretical and experimental data recently reported by Pap-

pert and Goodhartl 4 for a ground-based tropospheric duct lying along a

280 nautical mile path between San Diego and Guadalupe Island. Field

strength calculations are made at 65, 170, 520, and 3300 .Nz using the

r["i



measured refractive index profile and a trilinear approximation to that

=rofile.

P Since this is a study of refraction effects, no attempt is made to

include signal attenuation due to precipitation scattering or gaseous

" absorption, both of which are widely discussed in the literature. Fur-

thermore, the choice of frequency range in this study eliminates the

problem of partial penetration and reflection from ionized layers in the

atmosphere. Consequently, the atmosphere is treated as an isotropic and

linear medium (i.e., the permeability and permittivity are scalar quan-

tities that are independent of the fields in the medium) which would not

be the case if ionospheric effects were present.

Method of A21oach

One of the major concerns that arose early in this study regarded

the selection of a suitable approach for modeling propagation through a

refractive medium. Classically the solutions for radio propagation

problems fall into two general categoriesi geometric optics or ray the-

ory, and physical optics or wave theory. Each has its advantages and

limitations, depending on the type of problem being addressed.

Geometric optics is usually a simpler approach than physical optics

since it describes the propagation of waves along rays according to ele-

mentary geometric laws without regard to wavelengths or phases. The rays

are defined as normals to the surfaces of constant phase of the wave-

front. Then the medium is isotropic, the index of refraction may be re-

garded to be a real quantity, and the rays are found to lie along the
*1

direction of energy propagation. For anisotropic media, however, the re-

fractive index becomes complex and the rays may not follow the direction

of energy flow.



The attractiveness of geometric optics is that it retains its simn-

plicity even for complicated refractive index structures, while genera-

ting easily interpreted ray patterns which show the effect of refraction

on an emitter'sa radiation pattern. However itb main drawbacks are that

it is not valid for diffraction or complex scattering problems, nor is

I it suitable In regions of rapid refractive index changes (within a wave-

length of distance) or rapid ray divergence, such as nea~r sources or

* focal points. Any use of ray optics must therefore include careful con-

sideration of its limitations, with the knowledge that It is only a lim-

iting form of physical optics. 1 '1

?hysical optics, by contrast, results from a solution of the wave

equation, and introduces wavelengths, phases, and mode concepts. It is

valid for all diffraction and scattering problems and is unaffected by

rapid changes in the refractive Index or by the presence of sources or

focal points. 16Unfortunately this method rapidly becomes unmanageable

* * for complicated atmospheric structures to the point where it is nearly

useless. Furthermore, while presenting "exact" solutions to propagation

- problems, its accuracy generally exceeds that of available measured re-

fractivity data. Even for complex scattering problems it becomes so

difficult an approach that many analytic methods still rely on the ap-

proximations of ray theory whenever feasible.
1' 17

Considering the applicability of ray versus wave theory, the former

was selected for use in this study because of its inherent simplicity.

Since earth diffraction is not regarded as a significant contributor to

long range propagation at the wavelengths being considered, it may be

eliminated as an obstacle to the use of geometric optics. Scattering in

this paper is limited to specular reflection from the earth, since dif-

fuse reflection becomes an extremely complicated function of incidence
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. ~rancle, wavelength, polarization, surface roughness, and surface electri-

cal proerties. The problem of modeling diffuse scattering from rough

surfaces is so difficult that many authors choose to describe it in

terms of a summation of specular reflections from randomly oriented

nolae facet surfaces.17 ' 18 Specular reflection on the other harM, may

be included in the geometric optics approach by assigning complex spec-

ular scattering coefficients to the reflected signal, as shown in Chap-

ter V.

"umerous geometric optics models exist which use a variety of tech-

niques to compute field strength from the ray trajectories of a refract-

ed field.19 22  Each of these, however, has considerable limitations

either in the selection of atmospheric models, method of field strength

calculation, absence of a reasonable earth reflection model, or general

lack of versatility. Consequently it was necessary to develop a new com-

puter program for this thesis (Chapter V) which solves the ray trajectory

equations derived in Chapter III and calculates emitter field strength as

a function of height and distance along the earth's surface. While this

simulation represents original work, portions of the field strength and

numerical integration algorithms were obtained from a computer program

described in Reference 21.

*...i.



CHAPTER II

RADIO REFRACTIVITY OF AIRm
As previously mentioned, long range propagation at radio frequen-

cies above 30 M.-iz is mainly attributable to vertical changes in the re-

fractive index of air. Refractive index is defined as the ratio of the

velocity of light in free space c to the phase velocity v of a field
p

traveling through a given medium. Thus the refractive index of air is

-= (1)
;.: P

where . and E are the permeability and permittivity of air, and E01 o

are the respective quantities in free space.

For good dielectric and non-magnetic media such as air

4 40or 2 Uo (2)

E E (3)

where ir and Er are the relative permeability and permittivity. Eq. (i)

then may be written

n c _\fr~TTEo V 7 -- T(4

Since n I for air, Eq. (4) may be approximated by the binomial series

2 3

. < x

•"~~~ ~ - + + 
. .j-i 
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such that

Sn= + r 2 (6)

Zo. () is generally rewritten to define the refractivity iT of air as

= (n - 1).lOO (7)

" The use of 1, is widespread in radio meteorology since it reflects the

difference between the refractive indices of air and vacuum in units

* that range from zero to several hundreds. At sea level the value of n

is approximately n = 1.00031, which corresponds to an N value of 310.

Cther commonly used units include the "modified indices" given by

B = (n-1 h 6 (6)

and

M (n- 1 +h).l6 (9)la
:here h is height above the earth's surface and a is the radius of the

earth. As will be shown in Chapter IV, the radius of curvature of a

nearly horizontal traveling wave is inversely proportional to the verti-

cal gradient dn/dh of the air's refractive index. Since -1/4a is close

to the observed gradient of n at low altitudes under standard atmospheric
~23

conditions, the 3-unit serves to eliminate this standard decrease of N

by adding the quantity (h/4a).1o to ii. Thus a positive, zero, or nega-

tive valued 3-gradient represents below standard, standard, or above

standard refractive conditions, respectively. For ducting, when a sig-

nal's radius of curvature is equal to that of the earth, dn/dh - -1/a.

Adding (h/a).100 to N yields the M unit, so that M4-gradients are always

positive except for ducting conditions, when the gradients assume zero or

negative values. The major advantage of using refractivity, or i-units,

.. - .. . . . . .
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lies in the fact that N is not modified by any altitude term and there-

fore reflects the true distribution of the refractive index n with re-

spect to altitude. The gradient of N is generally negative even for

some conditions of subrefraction. For ducting the gradient must sat-

isfy

--a = -157 N-units/km (10)

The refractivity of air is a function of atmospheric temperature,

pressure, and water vapor content. While N varies with frequency in

general, it is essentially frequency independent over the radio spectrum

being considered (30 I.2z to 100 GHz). Numerous studies have been con-

* ducted to accurately describe the radio refractivity of air in terms of

atmospheric properties. The generally used expression for N comes from

S-' the work by Smith and Weintraub24 and is given by

N 77.6 d + 72 + (3.75).l05 2 (1)

T

where Pd is the pressure of dry air in millibars (mbar), T is the tem-

perature in degrees Kelvin (OK), and e is the partial pressure of water

vapor in mbar. According to Smith and Weintraub, Eq. (1) has an over-

all accuracy of - 0.5 percent of N for frequencies up to 30 GHz (exclud-

ing refractivity dispersion at the 22 GHz water vapor resonance lines)

and for normally encountered ranges of pressure, temperature, and humid-

ity. This accuracy also includes errors due to rounding the constants

to three significant figures. The constants of Eq. (ii) are in basic

agreement with the results of many experimenters whose work extends up
.23

to approximately 100 GHz. 2 3

Under most conditions the total atmospheric pressure P is

,+ d + e zPd + e (12)

. * .
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where Pc is the partial pressure of carbon dioxide.
2 3  Eq. (11) may be

written

e 5
= 77.6 T - 5.6 y + (3.75).l01 0

T T 2i3

which for T 273 0K (- 00 0) may be simplified to

N = 77.6 + (373).105 e_ (14)T~ T 2

or

NZ - (P+4810 ) (15)

Ideally the refractive index is directly measurable by using radio

refractometers which are sensitive to the velocity of propagation through

the air. However refractometers are expensive and often difficult to

maintain and are therefore not in general use. The bulk of refractive

index measurements are made indirectly from meteorological observations

of atmospheric pressure, temperature, and humidity, which are then con-

verted to units of refractivity through Eqs. (14) or (15). These meas-

urements are typically made by radiosondes which are sent aloft on

weather balloons at thousands of weather stations around the world, usu-

ally at six- or twelve-hour intervals.

Radiosondes, which carry sensors that detect changes in pressure,

temperature, and humidity, transmit their data to the ground as they

rise with what is usually assumed to be a constant rate of ascent. Un-

I r17 fortunately the radiosonde sensors suffer from response lags and some-

times rapid component aging, which can adversely affect the accuracy of

their data. Furthermore, the problem of refractivity measurement is

cOMplicated by the fact that three sets of data are required, each of

which contains its own sensor errors. Thus the errors in the data
I.

•i.Il. . -- "" , . .
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generally outweigh any discrepancies in the constants used in Eqs. (14)

or (15).23

3 Numerous models of "standard" or mean atmospheres exist. They

range in complexity from the often used "4/3 earth radius" model to ex-

ponential and bi-exponential models. Each has its inherent strengths

I and weaknesses and its range of applications. For example, the 4/3

earth radius model (named because it uses an effective earth whose ra-

dius is 4/3 the normal earth radius) assumes an atmosphere of constant

3N-gradient with respect to altitude. This model is convenient because

of its computational simplicity and because it allows signals to propa-

gate along straight instead of curved lines. However a major disadvan-

tage is that the model becomes highly inaccurate at altitudes above one

or two kilometers, a fact that is often overlooked by many of its users.

The model which most generally and accurately represents standard

atmospheric refractivity is the exponential function
= N e "Lce(h" s)J  (16)

where N is the refractivity at the earth's surface, ce is the exponen-

tial decay rate of N, h is height above sea level, and hs is the surface

altitude above sea level at which N is measured. This model has been
s

adopted for use by the National Bureau of Standards Central Radio Propa-

gation Laboratory (MPL) along with a table of values for N and ce.25

This model and its associated constants from the aPL Exponential Refer-

ence Atmosphere (1958) is in agreement with data collected by the Rocket

Panel26 and the Air Force Research and Development Command.27  Using the

mean values of Ns, Ce, and hs for the United States, Eq. (16) becomes

1 - 31 3e" 
(0.14 39h) (17)

where h is in kilometers. Eq. (17) is the model used to represent a

4•
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standard reference atmosphere in this paper. A variant of Eq. (17) is

the bi-exponential model which has a humidity dependent term and a pres-

sure and temperature dependent term. The bi-exponential model while

p roviding some additional modeling flexibility especially in regions of

significant humidity changes, does not differ appreciably from the

single term molel for most general cases.2 3 In any event, Eq. (17)

merely serves as a useful analytic standard since it cannot represent

the structure of N for any given location, season, or time of day. Thus

,0 to realistically study the effects of atmospheric refraction on an emit-

C,7 ter's field distribution for a given set of meteorological conditions,
" : p r o i l e s 2 8

it becomes necessary to use measured N profiles.

Finally, the discussion of refractivity structure has centered upon

the relationship of, N to altitude, and has neglected changes in the hor-

izontal direction. An examination of climatic data indicates that this

is reasonable since the horizontal changes in refractivity are slow as

compared to the vertical changes. Bean 2 3 indicates that it would be

necessary to compare sea level meteorological stations located 500 kil-

ometers apart in order to detect a difference in refractivity values

that would be comparable to ascending merely one kilometer above the

location of either station. There are, as Bean reports, several special

cases where the horizontal gradient of N may become large, and these

must be treated on an individual basis. However the data available in-

dicates that the effect of horizontal changes in N is generally small

and can usually be omitted from consideration.

4-I-



CHAPTER III

THEORY OF GE01,TRIC OPTICS

. The most common approach to developing the theory of geometric op-

tics is from the use of Snell's law. However, considerable insight may

be gained by following Kelso' derivation of the differential ray

equations (Euler-Lagrange equations) from Fermat's principle in optics.

This approach directly presents solutions for the optical path length

of a ray, the time of propagation along a ray, and the relationship of

ray height to its projected distance along the earth's surface, as well

as deriving Snell's law.

Euler-Lagrange Equations of a Ray

Consider a curve C joining two points A and 3 as shown in Fig. (1).

The time t required for a wave surface of constant phase, or phase front,

to travel along C with phase velocity vp is

-~ B
t J(1/v s (18)

,:...

Fig. 1. Variation of a curve C between two points

14
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where ds is an increment of arc length. 6ubstituting v c/n from "q.
p

(I) for a given medium into Ia. (18) gives

3
t (1/c) Jnds (19)

The distance that the phase front would travel in the medium is called

the optical path length L, and is given as

3
L =ct- £nds (20):71 A

-Fermat's principle is stated as follows, ;hen light travels from

a point A to a point 3, it travels along a path for which the optical

path length has a stationary value. From the calculus of variations

this "stationary value" is usually expressed as a variation 6 of the

path length integral, which is taken to be a minimum. Thus Fermat's

principle may be given by

" '" 3

6 L 6 8 j nds -0 (21)

Suppose the curve C joining points A and B is defined by

x(g), y(g), z(g) (22)

where g is some parameter along the curve. The element of arc length

ds along C is then

ds 2 [ 2 k 2, ( )2]1/2

x +y,2 + z,2]1/2 dg (23)

where the prime denotes differentiation with respect to g. Substitut-

ing Eq. (23) into Eq. (20) gives

,- L = J wdg (24)

t*I'



where
1/z

= w(x,y,z,x',y',z') = n(x,y,z)Lx'2 +y '2 + z 2 1 (25)

Consider now a neighboring curve C' having the same end points ,

and £, which is also defined in terms of g as shown in Fig. (1). The

variation of w in passing from a point P on the curve L to a point P'

on curve C' which corresponds to the same value of g is

3

where the notation xl, x2, x3, x{, xj, x' is used to denote x, y, z, x',

- "' z' respectively. Taking. the variation of Lq. (24), noting that the

. i integal sign and variational symbol 6 are commutable, and substituting

(26'q. 6) L becomes

33
6L- 6 f g =J (bw)dg

AA

B3

f x i xiil) A 1i!i~

Since the derivative d and the variation 6 are lik'wise commutable, then

6x. = 6(dxi/dg) (d/dG)(6xi) (28)

*.i"  Substituting Eq. (28) into Eq. (27) giv es

33
~~~L 

dgf= 

w 
+IJ7 ~ 6Xi T- (6x,) dg (9

ax i l axJ (9

Interating the second term on the right hand side of the equation by

parts yields

. . . . , ,"I, n" ,m " m i 'mm
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3 3

axi CTax: i
A:::, i=2. 1=1. ,

:3

d 6x dg (30)

A i=l

Since the curves C and C' have common end points A and B, then the vari-
ations 6x vanish at the end points. Thus the first term on the right

li

hand side of Eq. (30) vanishes, which results in Eq. (29) being vritten

as

?I-

"A 6L f 6W de (31)
Lax dg axj~

A i=l

Fermat' s principle requires that this variation must be zero if

curve C is the path along which light travels from point A to point B.

That is, Eq. (21) must be satisfied for curve C to be a ray. Setting

Eq. (31) equal to zero and reversing the terms gives

3 3

6L j [ ,( [)6- i 6 dg 0 (32)

A i-in

Since all 6x were introduced as completely generalized functions, the

integrand of Eq. (32) must vanish to avoid trivial solutions in which

all 6 K 0 or dg = 0. Thus the component differential equations

,a ' - =

7, (7x, T.x (33a)

- (,) - m(33b

d aw aw 0 (33c)
- "a') -R z

I



must be satisfied by a ray, which are also known as the Euler-Lagrange

equations.

Eqs. (33) are valid for propagation over short distances where the

effects of earth and atmospheric curvature are nil. However for longer

ranges (> 100 nautical miles) it is necessary to consider the more gen-

eral case of a spherical earth and a spherically stratified atmosphere.

Let two points in space P and P be located a short distance apart.

The arc length ds between the points is given in spherical coordinates as

=s + (3211)2 + (2) /dig ig" d

r(r.,2+ (rp') 2 + (r')2]/2 dg (34)

Letting

= ~r e~ L~r) + (re-)2 + (r* )231/2 (35)

then following the previous development, the Euler-Lagrange equations of

a ray in spherical coordinates are

~) " = 0 (36a)

d aw awdg ( -) = 0 (36b)

d 0 (36c)

Algorithm Development

Having derived the general equations of a ray in a spherically strat-

ified medium, it is now desirable to solve for ray height versus distance.

4 For the sake of simplicity in computational as well as graphical represent-

ation of the ray, consider any arbitrary 0 = constant plane in the atmos-

phere as shown in Fig. (2). Let the ray lie in the j= constant plane and

let the refractive index vary as a function of radial distance r for r >

a, where a is the earth's radius.

4 I i" -"' " " ' " '- 1 ' I i lnn nk ~ i md m um~m ~ m ' h e l dmh.. L.. - . . ,.
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Fig. 2. Ray gsomstz'y in Polar od t

Substituting g r into Eqs. (34) and (35) gives

,da I + (r 1 ) ()
~a-

.. n(r)[. (, + )z (/,(

Inserting Zq. (38) into Eqs. (36) gives

d 0 _ 0 (39)
dr be

roa the geometry of Fig. (2) It Would be noted that

-r(o) ( 1

q O(r) (4,ob)

( aexplicit function only of r and dO/dr or

|' • " "" "m*' ' " " i : "" "n'' m ' ' o 9 ' ", ." " " • " '... .... ......... .".....".........
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where the rime denotes diferentiation with respect to r (or g). The

derivative of w is witten

dw ~dr +j d8- (42)

Thus while tle total derivative dw/dO my exist for Eq. (42), the partial

derivativo aw/aDO does not. Therefore

- 7, 0(43)

Combining Eq8s. (39) and (43) yields an iae-grm equation in polar

coordinates given by

d0 (4e4)

Similarly letting g = B in Eqs. (34) and (35) gives

d~ [r2+ r2] /2dO (45)

(- !V) , + r2] (46)

Substituting Eq. (46) into Eqs. (36) yields

d a0 ~ k. (47)

In this case Eq. (46) is an explicit function only of r Lad dr/dO,

or

u W(r. -- ) (8)

where the prime Indicates differentiation with respect to e (or g). The

derivative then becomes

dw dr + & dr' (49)
ar'

Sincebot hdw/dr and bw/r exist fa= Eq. (1.9)o then iq. (47) remains un-

changed, thus provrldng a scond btler-agange equation.

U . " '." r , " "r a . " , . ' lll l l d l
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Eq. (44) is useful since it produces a form of Snell's law for

spherically concentric refractive media, and 1q. (47) is important be-

cause it results in a second order differential equation which defines

the trajectory of a ray in a polar coordinate system.

Substituting Eq. (38) into E. (44) and integrating Eq. (44) gives

d2 1/2

F n(r)Kl + (r E P 1 = (50)

which becomes

r2n(r) d
i d / -K (51)

,. + (r de

where K is a constant of integration. From Fig. (2) it may be seen that

sin - rde
[(d_)2 + (rde)

23/1 2

de
d e] (52):: = d0 2_1/2 (2

S[2 + (r

where is the angle between the ray and the radius vector r. Substitut-

ing Eq. (52) into Eq. (51) gives

rn(r) sin = K (53)

which is Snell's law for spherically concentric media. Evaluating K at

some known point (e.g., the emitter) yields

rn(r) sin P = ron(ro) sin 0o (54)

where the zero subscript refers to known values at the emitter.

Substituting Eq. (54) into Eq. (52), solving for de/dx, and inte-

"4 grating gives
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r

e = ron(ro) sin of rL(rn(r))2  (rn(r sin )2/2 (55)

r (

2o. (55) could be used to calculate the ray trajectory except for the

fact that, as Fig. (3) illustrates, e may become a double valued func-

tion of r.

TO EwrEtz

oF THE KR.T14

Fig. 3. Ray trajectory for a double valued solution to Fq. (55).
An initially rising ray is refracted downward toward the earth resulting
in two possible values of e (1 and 6i) for a single value of r = rI.

A more satisfactory appcoach to determining the ray trajectory is to

expand Eq. (47) since it permits the solution of r as a function of e.

Substituting Eq. (46) into Eq. (47) gives

d) [n(r) [k 2  r

~Fnr'F~ 2 2 1/2-r[n(r)( ) + r2 3j 0 (56)
ar de
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Carrying out the differentiation and rearranging the terms yields

d2r + 2 ]2 + (
.- e2 7" 2- anr) + 1 r(57)

IdO 2__d__r a rd

Substituting the relationship

a Cin(u)] 1 au (58)r -u r

into Ea. (57) gives
ii 2

d2 r 2 dr2M e + r2  (In~n(r)]) +8 1 + r(9

[" rdEq. (59) is more useful when it is changed from polar coordinates

* . (r, e) to the coordinates of distance over the earth's surface and alti-

tude above the earth's surface (x, h). Letting

r=a +h (60a)

e x (60b)

zq. (59) may be written

d.." (a + h) 2a g ]
dx ' 2  a2 2 a(+h )

-2 2'"" dh (nh)l

+ (a + h) (ln n(h) + 1)2 (61)

Eq. (61) forms the basis for all ray trajectory computations through-

out this paper, and is in agreement with the ray equations developed by

--Hrtree et al2 2 for use on an analog differential analyzer. The results

7_W ~presented in this thesis are obtained by numerically integrating Eq. (61)

on a digital computer by using a standard fourth order Runge-Kutta inte-

gration algorithm.

Now that the ray trajectory may be found, it is useful to derive a

solution for the time of propagation along the ray path. Eq. (19) gives
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the time it takes for a wave front to tmavel between two poirts along a

specified curve C. If C In the ray pth which satisfies the Duler-

Uapmnge equations in apolar coozinate systea (Eqs. (36) for a ~
Constant plane) then substituting Eqs. (37) and (45) into Fq. (19) yields

t ~ 4' n(r)j3 + (dl)2] 1/2dr
J,(62)

and

t m.n(r) e [r2 1/2 dO (63)

I
0

where ( 0 9) are the emitter coordinates and (r, e) are the coodin-
ates of a point on the ry. Both solutions s "aid although as in the

cse Of Eq. (55), Eq. (62) may be double valued for sne ra trajectories.

Differentiating Eq. (63) and substituting the coordinate relation-

ships of Pqs. (60) gives

dt . n(h) 2~ + a + h)2]l1/2 (64i)[I a
Eq. (64) i useful since it provides the phase infammation neoemry to

calculate the total field in regions of snigal interferenoe. It iA in-
teated with Zq. (61) to provide the position and time coordinates (z,
ht t) of each ray.

..



IIAPTI IV

PROPETIES OF GEOI.MRIC OPTICS

"hile the method of geometric optics is a simple technique for

,. solvin! many propagation problems, there exist a number of conditions

' which limit its useage. One way of presenting these restrictions and

other related properties is to examine the wave equation and its solu-

tion in both homogeneous and inhomogeneous media.l ' 15

*.:ave and 2io:a Lqu~tons

Consider a nearly perfect dielectric medium that is charge-free (no

sources exist), unbounded (infinite in extent), linear (the permeability

g and pernittivity E of the medi'm are independent of the fields), homo-

geneous (p and E are independent of position), and isotropic (4 and E

are scalar). The wave equation is then given as

V2 + k (65)

where E is the electric field intensity vector and k is the propagation

constant of the medium. From elementary electromagnetic theory it is

known that for a nearly perfect dielectric medium

k in2T/X W /v G c-\"7 (66)

where X is the wavelength, O is the radian frequency, and v is the

phase velocity of the field in the medium. The free space propagation

constant is

ko 0 2w/ko = /c- W C '"o (67)

25
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vwhere the zero subscipt denotes free space values and c is the speed of

!i-ht in vacuum.

Substituting Eqs. (2) and (3) for a non-magnetic medium into Eq.

"'s) gives

k --o~o~r k 0oV -F (63)

..here Er is the relative permittivity. The wave equation may now be

Written as

E + k2 E S 0 (69)0 r

Finally, substituting Eq. (4) into Eq. (68) yields
k kon (70)

and Eq. (65) becomes

V k2n2 + k (71)
0

Thus 3as. (65), (69), and (71) give three forms of the wave equation

for E in terms of the propagation constant, relative permittivity, and

index of refraction of the medium.

Eo. (71) is particularly interesting since it explicitly contains

the refractive index. Using rectangular coordinates to simplify the

treatment of plane waves, Eq. (71) may be expressed in terms of its

scalar component fields

V2 +2 n2

V2 * +ko nlEx - 0 (72a)

W 2 n2 E -0 (72b)y o y(7b

V2 E k2 n2 E -0 (72c)

z o Z

For a homogeneous medium where n is constant, the plane wave solution

for Eqs. (72) will have the form

-6 . " /•.

"i i : .. .. . . . .. . . . . . .. . ...
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A-j(kon)-r

Ae- Jkon (n  (73)

where ko is the free space propagation vector which is noml to *.he

wavefront and pointed in the direction of motion of thL planes of con-

g stant phase, n is the unit vector in the direction of k 0 and r is the

position vector of the point in space at which the field is to be cal-

culated.

U In reality, atmospheric refractive index Is not a constant but

varies slightly with position so that Eq. (73) ie no longer valid. How-

ever a solution to the wave equation does exist in a fmm very similar

to Eq. (73). Replacing A and n byQ and S, which are real functions of

position, the solution becomes

- Qe 0s (74)

Substituting Eq. (74) into any of the component fields of Eqs. (72)

yields
CV2Q - k(Q(a) 2 -ik Q9 S - 32k4 VQ.VSe JkoS + 2 Q-k . 0 (7)

" Rearangi the terms, dividing by Qko2, and dropping the exponent, this

becomes

h2 - (V)2. (3/ko)[V2 S + 2VQ.VS/Q] - V2Q/*ko2 (76)

Now if k° is sufficiently large such that the following two conditions

are satisfieds

-- _ < ,,2 (77)
n2

ko2Q

* s + 2 < ko  (78)
Q0
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then Eq. (76) reduces to

n2 - (V)2 (79)

which is called the equation of the eikonal. While Eq. (79) may be used

directly to construct the ray paths of geometric optics, it will be

used here to derive the relationahip of ray density to the power density

of the field and to present the limitations of ray optics.

The acobian and Power Density

Consider the transformation of a point in space between the coow-

dinates (x, y, z) and (u, v, w). Let the coordinates (x, y, z) be de-

-, finuble in terms of (u, v, w) such that

x - x(u, V, w) (8.)

y - y(u, V, V) (8ob)

s- (u, v V) (SOc)

If at a given point P0 where (lo, Yo0 so) (u6, Vo Wo) the Jacobian

of the transformation

ax ax ax
an by aw

w~us vo ) u a vb
k-z z (81)
au av aw

anu av bir

is not sero, and if all the partial derivatives in Eq. (81) are contin-

uous tbroughout mom region which includes Po' then Eqs. (80) may be

solved uniquely for u, v, and w in terms of x, y, and z in this region.

Holding each of the variables u, v, and w constant in tu= gives tahrse

parametric, or coordinate, surfaces through a point in space. Further-

2ore, holding any paLr of the variables constant yields a parametric, or

coordi te, ciwve passing throuh the point.

Consider next a volume element dy bounded by a bundle or "pencil" of
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rays and surfaces of constant phase as shown in Fig. (4) Let the vol-

ume be defined by the surfaces u =Ulf + du, v v,, v v, + dv,

S= 1¢i' and w = w, + dw, where the variables u, v, and w are solvable

within the volume such that

" u(x, y, z) (82a)

v -v(x, yp Z) (82b)

w w(xi y, Z) (82c)

4IfL the surfaces of constant phase axe given by

w=W - 1 = s(83)

and

w ww +dw= S +dS (84)

where S and dS represent the phase angle and phase angle increment for

Eq. (74), then Eqs. (82b) and (82c) produce two families of surfaces

* whose intersections are the rays between S and dS. It should be noted

that these families are not uniquely determined by the ray pattern since

it is possible to construct an infinite number of families having the

same intersections as Eqs. (82b) and (82c).

Equating the imaginary part of Eq. (76) to zero yields

Vs + 2(VQ.VS) = 0 (85)

Combining Eq. (85) with the vector relationship

v.(Q 2 s) 2Q(V. VS) + Q2V2 S (86)

gives

V.(Q - 0 (87)

Since a2VS is solenoidal (i.e., its divergence is zero), there exists a

vector U such that

2VS V x (88)
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Fig. 4. The volume element dy bounded by rays and surfaces of con-

stant phase. The face abod lies on the surface w - S -, and the face efgh
lies on the surface w - S + dS. Similarly abfe and Wcgh are portions of
the surfaces v - v, and V - v + dv, respectively. The remaining two

faces !dhe and bcgf lie on the surfaces u - u., and u - + du, respect-

ively.

where the curl of U lies in the direction of VS. By correctly choosing

U, the surfaces u and v may be found which satisfy the wave equation and

the rays within d y, although surface families other than those of u and

v ray also exist.

It was stated in Chapter I that rays are perpendicular to the wave-

fronts, or surfaces of constant phase, which are propagating in an iso-

tropic nediu .1E Since r3 defines the normal to a wavefront, then for

ite surfaces of u and v to intersect along the ray paths, Vu and Vv must

be norrmal to r73, and the vector Vui x Vv must be parallel to VS. This

latter vector is used in the identity

4 V x (u~V) - V x 1V + uEV x ('7v)]

-vWxVv (89)

there the term uEV x (7vi)] vanishes since, from vector calculus, the curl

" of a gradient is zero when continuous mixed partial derivatives are as-

suMed so that the order of differentiation is immaterial. Allowing u and
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v to be wfell behaved functions with continuous derivatives, Sq. (89)

U -ives

U uVv (90)

-here tne curl of U lies in the direction of VS. Substituting q.(90)

Sinto Eq. (88) yields

Q2vS - x (uVv) -Vua x 7v(9)

. Tainz the dot product of each side of Eq. (91) with I and substitut-

inz Sq. (79) giveb

-"(u X Vv ).(92)

for which the numerator may be irritten

i

(r. u X )s = -17av a u ) -w fax y a 6X,y,Z)J

aw aw aw
rx ay az

where J is the Jacobian e of x, y, a.nd with respect to u, V , and w.

Thu. Eq. (92) may be written

(94)

.. .. =j n 2 ( 2

fhe volume increment of dy may be expressed in terms of the Jacob-

ian by

dy -yJ(u, v, w) dudvdS ()

i(95)

let dA be the element of area on the surface w S which is bounded by

the surfaces u -constant and v -constant as shown in Fig. (4). Since
Te rays are normal to their respective wavefronts, Eq. (9) ma be ap-

Proximated by

Q2 1I t __ _2___ __ _)

The volum incre.......................................Jaco.. .. .



dy = Ado
"'boe dc is+ use?. to denote thle -c !+n'ti a~o a ray. o..hbninZ Zqs.

S(95: anc. (?,d) uyi"
:- ,.T = -d_ (7

i Fom the definition of the Gadient of a scalar function

.. I _ rl=n(3
7; .- n

-hus 2,. (97) becomes

ndudv

Turnin. momentarily to ..=-=ell' s equations for time-varying fields

in a so ce-free n(edio,

I

- j at (boo

V • B - o (lOOc)

.: •3 =0 (looc)

where E and H are the electric and =aZgnetic field intensity vectors, and

Dand B are the electric and magnetic flux density vectors, respectively.

In simnle linear media

S (Ila)

B" " H (101b)

For a plane sinusoidal wave propagating through an infinite homogeneous
m0) -p,-.,or inhomogeneous medium, Tos. (100) dictate that 3 and H are tra.nsverse

.1

0

-o

.
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or perpendicular to the propagation vector k of the field, and normal

to each other. Prom Eqs. (100) and (101) this relationship is uritten

x (102)

where is the unit vector in the direction of k.

i The density of the outward flux of energy, or power density, for a

1time-varying field passing through a closed surface is given by the

Poynting vector P, where

dP=Ex (103)

Followin, the standard convention that physically meaningful electric

and magnetic fields are represented by the real part of complex quanti-

ties (i.e., cose - ReeieJ), the time-averaged Poynting vector for sin-

usoidal fields is written

av =
- = ~xF (104)

where H* denotes the complex conjugate of H and the operator ;ie means

"the real part" of the complex Poynting vector PC Z i x H*. Substitut-

img- Eq. (102) into Eq. (104) gives

Pv - 2V A E (105)

Swhich may be integrated to determine the average outward energy flux or

average power p through a closed surface S', such that

- sPavd. (106)

Substituting Eq. (99) into Eq. (94) and using n2  -VS from Eq.

(79) yields

iidudv ;g 2 nA t. -~2 (3/n) dA r d (107)

where 73/n -n is the unit vector normal to the wavefront at the surface

element d-. Integrating Eq. (107) over a closed surface 3' which includes

I".



the wavefront surface S gives

dudv - fSdA

= S dsd' (108)
S.

Noting from Eq. (74) thatlQ2VSlis proportional to tjl2 and lies in the

direction of n, then a comparison of Eqs. (105), (106), and (108) indi-

cates that ftudv is the total outward power radiated through the surface

S'. Thus the element dudv, which is bounded by the ray bundle of Fig.

(4), is the time-averaged energy flux of the Poynting vector av = Q2 VS

through the wavefront surface increment dA, or

dudv q A. - av . (109)

It is this relationship of the ray bundle element dudv to the average

power density at the wavefront which is used in the power density and

field strength calculations presented in Chapter VI of the thesis.

Restrictions of Ray Theory

The restrictions in the use of geometric optics result from the in-

equality of Eq. (77). Using the vector identity

+ VQ.v() (110)
*q nQ n

Eq. (77) may be written

.!Q +oO 1o VQ + '  V .Q V << 1
k 0 ~ n 0n. o~~«1 (

Taking the square root of Eq. (94) and substituting it into VQ/k nq gives

~n

Combining Eqs. (1n) and (112) yields

*.....
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, ., -~ 1 1_ 2. v z 3..j~i " o. kov'jl/2)iF L) k v(J/ <<

22 I37r, I knn.knkn kn'n'

which in satisfied only when

-1% Iv1 < (W)
kon n(14

and

1 IV2LlA 1(l)<< (n5/)
k on(l/2)

f,.thermore, Eq. (113) requires that (1/kon)(Vn/n) an., (1/kon)[V(J'/Z)/

(1/2)] be smooth so that their divergences are likewise smn.

Eqs. (n4LI.) ad (115) specify the conditions governing the use of

ray optics. Recalling that ko - 2ff/; 0 andn..ko/kin O/.X Eq. (1n4) my

be written

U1n -f n (13.6)

which states that the relative change in the refractive index over a dis-

tance appmmiut.ly equal to a wavelength of radiation must be soall con-

Pared with unity. Thus Eq. (i4.) becomes a better approximtion as wave-

length dozeases, and in perfectly satisfied in a homogeneous medium

where Vn - 0. On the other hamd, a medium with sharp discontimuties in

*I ' the refractive index violates sq. (114) at the discontinuities. Therefore

- while rays obey Sneil's law on either side of a discontinuity in the re-

fractive index (e.g., either side of the boundary between two dielectric

Smedia), the region at the discontinuity itself cannot be descibed by

geometric optios, but instead must be treated by the more general wave

*%
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or physical optics theory.
I.

.- q. (114) also implies that the radius of curvature of a ray must

be much Xeater than a wavelength of radiation. Consider a ray passing
from point A to point A' as shown in Fig. (5). Let the refractive in-fro (5) Leih eLatv n
dex vary as a function of radial distance r from the center of the

earth, and let p be the radius of ray curvature between A n A'.

:Te ct consider a small ,ravefront increment AB which is normal to the ray

at point A at time to . The wavefront arrives at A'3' when the time is

t + t. Since the wavefront must travel from A to , in the same amount
0

of time t that it takes to travel from B to B', the arc lengths between

the to paths may be written as

C= vt (117)

and

6 + do (v + dv)t (11)

i.here v is the plhase velocity between A and A'. Thus the angle j be-

* tween the two wavefront positions becomes

P 4- d .Ppp

vj v + dv) (19)

or sin-ly

dv

Substituting

v c

trot Zq. (1) and

dv -Cdv (122)

' - .. . .:i .: • -, , . •2
, ~~~n n .. ,,.m.. k m mmma a ,..m mW ., ,,-- d.a,"a -,-.,m .- ,- "m, "-



, u~u .  . ..... - - ------------

37

'To .EWrSI
OF T IU ElIM

-ic. 5. f-eonetry for ray curvattre in polar coordinates

•_to :_. (120) rives

(123)

7ro Fig. (5) it =ay be seen that the incremental radial displacement

-L- of the ray as measured from the center of the earth is approximately

dr dp coso (124'

-here a. is the angle between the earth :-adius vector r anz the wave-

front. a is also the angle of ray elevation with respect to the local

l -:oizontal -lane (i.e,, the plane normal to r) drai-rn at point A.. Solv-

.nZ for d in q. (124) and substituting into Ea. (123) yields
I" I dn

n cosa (125)

m %. P

*1 ______ ____
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ince the refractive index is a function only of r, may be re-

rp2.aced_ by 7nh so ta

. cos c( (126)

'2hus the requirement oC.::a. (114) that Tn/n be smll as comnared to a

wavelength of distance forces the radius of ray curvature in 'q. (126)

to be large over the same distance. -urthermore, :q. (126) clen-ly in-

iicates that r-y bending is dependent uon the relaive ohanje in the

refractive index of the medita. For a ray to folloi. tne curvature of

the ea.rth as in the case of wave trapping or ductin2, Zo, (120 yields

the conaition

= -(127)a

vhexe P= a is the earth's radius, n 1 for air, and c 0. in free

snace -,.here 7n = C, then

p = (1 -9,

ihich enables the rays to travel in straight lines.

,eturning to the second major condition of geometric opticsZo.

(9) indicates that : is directly proportional to the cross section dA

'/2
of the ray bundle, thus implying that J Ls related to the spacing be-rn .- (115)is reaed to the sractinale
tween neighbor!n -rays. Therefore _o. !L the fractiora!

c'hznge in the cnacin betw;een neichbo:i._n. rays over a wavelength of dis-

tance must also be small comarcd with unity. This comlition is violated

"rhere rays either converge or diverge rapidly as is often the case alon

the edge of a reflected or ref__acted envelope of rays. Such a region,

know7n as a caustic, is generally cha-acteL-ized by a ray density which in-

creases steadily un to the edge of the ray envelope and then s a-rpy de-

creases to zero beyond the envelone boundary. Furthermore, ;C. (115) is

violated whenever the cross section of ray pencil vanishes as it does
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when the pencil emerges from a point source or passes through a focal

point or caustic. Thus point source regions, focal points, and caustics

must be excluded from any eaningful consideration in ray optics, al-

though like discontinuities it, the medium, they may be handled by wave

theory.l, 13, 13

* Finally, since ramy curvature is affected only by the relative cha*e

in the refractive index and the angle of ray elevation in the medium,

there is no mechanism within classical geometric optics to account for

Ithe phenomenon of wavefront diffraction around the edges, coners, or

vertices of boundary surfaces. Modifications to the theory, which are

generally referred to as the Geometrical Theory of Diffraction (GM),

have been made in recent years to overcome this deficiency.30 While the

GTD lies beyond the scope of the thesis, it is worth noting that this

extension of ordinary ray optics is also based upon Fermat's principle

and the equation of the eikonal in modified form.

4~i-

I.

6



CHAPTE V

COPUT--M SIMLATION DESRIPTION

*eneral Characteristics

The previous discussion of refractivity and geometric optics the-

ory provides a model of radio wave propagation through a non-ionized

and time invariant atmospheric medium that is radially stratified with

respect to the earth's center. The model follows the polar coordinate
convention of Fig. (2), thich assumes azimuthal symmetry in the atmos-

phere about the emitter. A computer pro :ran which uses this model was

develoned for the thesis to serve as an analytic tool in comparing the

field calculated from ray theory, with available experimental data for

an isotropic emitter. A description of the n-ogra and its alrorithms

is presented here, with specific details regarding program useage given

in the Appendices.

Progam ATRE (atmospheric refractivity) is written in 2xtended
F'RTJi language for the C 6600 digital computer system. It requires

approximately 65,000 octal words of memory and 15 seconds of central pro-

cessor time for execution of a run. Output is provided by a standard

132 column line printer and an on-line CALCOMP plotter.

Civen the following input in card image formi

a) Atmospheric refractivity versus altitude

b) Lmitter parameters (frequency, polarization, pulse width, bean

upper and lower angle limits, altitude)

c) Earth surface parameters (land or sea, surface height variation)

40
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the program calculates the ray trajectories and the time of propagation

along each ray path from Eqs. (61) and (64), respectively , The rays are

launched in the vertical (i.e., elevation) plane with a 0.02 degree angu-

lar separation to ensure a reasonable ray density at long ranges. The

program allows the rays to be launched within a bean whose total angular

width is a maximum of one degree, although this beaa width may be enlarged

by increasing the array dimensions and thus the computer memory require-

ment.

The coordinates of distance along the earth's surface, height above

the surface, and time of propagation (x, h, t) are stored for each ray at

regular intervals of dx. These coordinates are then employed in an algo-

rithm based upon Zq. (109) which computes the given emitter's relative

power density and field strength, normalised to free space (vacuum) values.

Each ray that intersects the earth is reflected in the specular direction

and is assigned a complex scattering coefficient which is a function of

the incidence angle, emitter frequency and polarisation, terrain type, and

surface roughness. The scattering coefficients of each ray are then en-

tered into the power density and field calculations to model the attenu-

tion and phase change of earth r9flected signals.

The computer simulation provides the user the option to select any or

all of the following items for output in either printed or plotted fora,

or both:

a) Profile of refractivity N versus altitude

b) Profile of the vertical gradient of N versus altitude

c) Ray trajectories (plotted only)

d) Relative field strength versus atitude and distance along the

earth's surface

e) Relative power density versus altitude and distance along the

All
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earth's surface.

The plotted output of options (d) and (e) shows the relative field

strength (or power density) of the total E field in space, whereas the

printed output permits a more detailed breakout of the total field and

each of its components, as in the case of multipath interference where

the field in space is the resultant of the fields from the main propa-

gating wave plus a wave component which has been reflected from the

a I earth. The program also prints the time difference of arrival between

the main and multipath wavefronts (which is useful in some radar prob-

.t lems) and the number of wave components in the field strength and power

i :density calculations.

Refractivity Models

While the simulation is generally used with card input refractivity

profiles, the user may select either of two reference refractivity mod-

els which are stored in the simulation. Both are based on the Central

Radio Propagation Laboratory (cHPL) model given by Eq. (16). Since all

calculations in the simulation are in the units of feet, the constants

in Eq. (16) become

N r 313.0 (129a)

c- 0.0000438 ft - 1  (129b)

for the stored exponential refractivity model and

N - 0.0 (130a)

ce - 0.0 ft 1  (130b)

for the stored free space model. If the program is used with an input

refractivity profile, a curve fit is made to Eqs. (16) and (129) to model

atmospheric refractivity for altitudes which lie above the highest point

* !
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in the profile.

RaY Algorithms

The simulation uses a standard fourth order Runge-Kutta integration

algorithm to solve the ray trajectory and ttme of propagtion equations

given in chapter ni by zqs. (61) and (6A), respectively. The integrat-

ion step sime used in the Runp-Kutta algorithm is equal to one tenth

the distance along the earth' s surface that the user has specified for

printing or plotting output data. For example, if the user wants data

printed or plotted every X nautical iles,, then the step i.e become

A KilO nautical miles.

zqs. (61) and (64e) ax.- written in stte variable notation for mm-

erical integration. Letting the rcW altitude above mean sea level be

given in state notation, then h- , dh/dx -hj, and dh/Ax2  h"

i hi. The second order differential equation of Eq. (61) become a pair

of first order state equations which are given by

a +a +2

&2 1

+ (a + hi) !ln~n(hi)] jhC]a +a 3 .
and

hi h2  (132)

where n(h1 ) - N(h).1o + 1 is described by either a piece-wise linea

function connecting the Input refractivity profile data points, or the

stored function of aq. (16). similarly, Eq. (64&) becomes

4.in() (133)

t. ..........
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where the values of h " and hi are obtained from the integration of Eqs.

(131) and (132).

Power Density and Field Strength Algorithm

The calculation of the power density of a field is based upon Eq.
(109) which states that the power density is directly related to the

element of flux dudv bounded by a ray bundle through an incremental

Aarea dA on the wavefront surface. While Eq. (109) was develoed for

propagating plane waves, it is possible to arrive at the same result

for spherical waves from an isotropic emitter by making plane wave ap-
proxiations over small elements on the wavefront surface.

Let the volume element dy in Fig. (6) be bounded by surfaces r -

SI, SI +dS, E-E,, E"E I +dE, v-vl, and V- VI +dV, where

(r, E, V) is analogous to the spherical coordinate system (r, e, )
A centered at the emitter. If dE and dv are sufficiently smll, then the

spherical wavefront elements S1 and S 1 +S ay be approxia+ted by

plane wave elements. Following the development in Chapter IV, Eq. (109)

ay be written

-AdEdV P n dA (134)

where dEdv is the element of energy flux of the time-averaged Poynti

vector P at the wavefront surface dA.av
The program calculates relative power density (i.e., normalised to

the power density in free space with no earth surface present) by taking

the ratio of dEdv in the atmosphere to dEo0dv0 in vacuum. Since the at-

mosphee generally has a refractive index gradient which varies with al-

titude, Eq. (126) predicts that the rays will have differing radii of

curvature depending upon the local values of ray slope and Vn/n. This

variation in ray curvature cmuses the rays to converge and diverge

• ,,, , - . , . .- -A .
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St 4 ds
"N I

SI -

Fig. 6. The volume element dy bounded by rays and surfaces of
constant phase for a spherical wavefront element radiated from an iso-
tropic emitter at point 0. The face abcd lies on the surface r - Sand the face efgh lies on the surface r - S1 + dS. Faces ahfe and icghare portions of the surfaces E E and E E1 + dE, respectively. The
remaining two faces adhe and bcgf lie on the surfaces V - V, and-v V V
+ dv, respectively. 1

throughout the atmosphere, resulting in dEdv dEodV° for a given wave-

front element dA. However since the atmosphere is assumed to have azi-

muthal symmetry about the emitter, then Vn - 0 in the v direction, which

yields dv - dvo . Thus the surface element dA contributes to the flux
A

ratio only in the E direction. Replacing dA with its projection dl
A

along E, the flux ratio then becomes

SA
dE P- zv

Te- A(135)
avo

Eq. (35) is solved by the following process, part of which has been

adapted from a ray tracing program developed by the MITRE Corporation. 9

- At regular intervals along the earth's surface, which are selected by

the user, the simulation divides the altitude difference between the

highest and lowest rays into 100 slightly overlapping vertical segments,



each of which is used to calculate the relative power density. Fig. (7)

shows one such vertical (i.e., radial from the center of the earth at a

distance x from the transmitter) segment whose length is dl V* The

angular subtense of the ray bundle which passes through dl in free

space is dEc, while the subtense of the ray bundle through dl v in a re-

fractive medium is dE. Stated differently, dE0 and dE represent the

angular subtense of the element dl v as seen the emitter at point 0

both in free space and in a refractive atmosphere, respectively.

41wO

t.

o -dl,
o A

Fig. 7. Th angular subterns of a imn segmnt dl. at the emtter
0 as seen ifrespace and in a r'efractive atnospkxwg. v Fig. (7a) shows
&E and dIE above a spherical earth surface, and FU. (7bo) given an on-
1&99;i vimw at segment di v

vn

Feplacing in q. (135)eth the line Vector fvdlv atves the flux

ratio a t
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dE enrdl P dl~ cos E P8~ Cos EAi

oE P Pya avdly cos E mP Co 0E (136)

A
where n is the unit vector normal to dl~ which defines the local horn-
zontal reference axis, and E° and E are the respective elevat-.on angles
of the Poynting vectors Pavo and Pay at dlv. Solving Eq. (136) for the

average relative power density gives

- av dE cosE(
avr P d o 17avo o

The angles dE and E° in Eq. (137) are obtained from the free space
geometry of pig. (8), where a is the radius of the earth, h and hare

0the known respective altitudes above the earth's surface of the emitter
and a given ray, r° and r are the radial distances to the emitter and
raly (r°  a + ho and r -a + h), x is the distance along the earth's
n a" " in a h

surface, and e - x/a is the angle subtended by x at the center of the

earth. A right triangle is constructed having the sides b and c such

•, that

0b- tan6 (138)

*1 and

r
cose (139)

where side b forms the local horizontal reference axis at the emitter.

The distance d between the ray and emitter is given by the law of co-
sines as

d o2 + r2 " 2 0ocosejl/2 (14o)

f - + d2  2bd cos IEiI 1/2 -1c - rl (141)

,w



where oi is the fre )P-ce elevation anCJle of t.erywt rsett

hiori zontal at the emit ter (i *e.*, the initial or "launch" elevation

angl --t the emitter. Souaring both sides of L~o. (1) and solving

for fives

IosI =2 + d 2 (c ri2 (142)

iwhere F'ig. (8) indicates that S is negative for c > r and positive

for z- >C.

*1%

Fig 8.Geonetry for the free space ray elevation angle

,he upp~er and lower ray angle limits LOand E L of the free space

r-U.% angle element dE are calculated from Iq. (142) by alternately
0
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settingh = h,, and h hL i, where hU and h.,. are the known u,er and lower

heirht limits of the vertical line segment dl in Fig. (7). Thus

dE0 - o Lo (143), o "Uo L

A
jne angle I between ao and n is found by reversing the posi-0 avo v

tions of the emitter and ray in Fig. (8) (i.e., by interchanging h0

with h and r with r), and replacing Eoi with E. Since the waves with-
0 oi0

in the flux anguJ.ar element dE are approximately plane, the Poynting

00

vector avo in Fig. (7) points radially outward from the emitter and

through the center of the wavef'ront su.'face element within dE_ . Thus

setting h = hc in Eq. (142) where hc is the known height of the center

of dlv, yields

2 + d2  (c r-

where b and c are given by Zqs. (138) and (139) with r replacing r 0 0

and d remaining unchanged. 'ith the reversal of the emitter and ray

positions in Fig. (8), the line b now lies in the direction of A

while line d lies along Pav"Thus Zq. (144) gives the angle between
avo

the two vectors, both of which are pointing to the left in Fig. (8).

The problem of obtaining the flux angle increment dE in Eq. (137)

is different from that of finding dEO where the elevation angles are

computed directly from the ray altitudes passing through the upper and

low1er limits of dlve Here a simple geometric transformation between

altitude and ray angle is not possible since ray curvature is not easily

"odeled along each ray path. Instead a linear interpolation is made

Fnbetween the i:nown initial elevation angles of the rays which pass through

Ind on either side of' the line segment dlv
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Fig. 9. -.ay geometry at the vertical line segment dl within a
refractive atmosphere v

Consider the set of four rays shown in Fig. (9) which have initial

elevation angles of Eli' 2i' 3i' and 4i at the emitter. The ray

altitudes at the segment dlv are h , h2, h3 , and h4 , and the local ray

elevation angles are El'2' , and E4, respectively. The angles U

and E denote the launch angles of rays passing through the limits of
Li

dl at heights hb, and h,. Both E and SLi axe approximated by lin-

early interpolating between the launch angles of the rays which lie

immediately above and below hd (rays 1 and 2) and those which lie im-

mediately above and below h, (rays 3 and 4), respectively. The inter-
lJ

polation uses the relative spacing between the rays and the line seg-

ment limits according to the relationships

Ui 'li dh12

(h - hu)

(145il hT _
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iLi 3 d

(h3 - h4 )

where Aq (= 0.02 degree) is the equal angular separation between the

initial ray elevation angles, and dhu/dh12 and dhL/dh34 are the frac-

tional differences in altitude between the rays and the limits of dlv .

The flux angle for the refractive atmospheric medium is then computed

from Eqs. (145) and (146) by

dE EUi ELi (147)

It should be noted that Eqs. (145) and (146) are valid regardless

of the number of rays passing through dl v in Fig. (9). For instance if

rays 2 and 3 were absent, the ratios for CUi and ELi would be E

- E(dh/dh 4) and cLi = Eli - AE(dL/dh 4 ) where dhU =h - h'

dhL hl - hL, and dh,4 = h- h4. The presence of rays 2 and 3 merely

adds to the accuracy of the interpolations in regions where the ray al-

titudes are not equally spaced.

Finally, the angle E between Fav and nv is obtained by taking the

mean value of the angzles I, E2, E3, and E4, since the Poynting vector

is again assumed to be pointing radially outward from the emitter along

the direction of the rays and through the center of the flux element dE.

That is, the mean elevation an7le C defines the elevation angle of P
av

at the segment dlv'

The elevation angle E. of a ray in polar coordinates is obtainedray
from Fig. (2), where

tan =  
(148)"rzay r dO
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Substituting P = x/a from Zo. (60b) and solving Eq. (148) for r" - ray

gives

',iii %ray- tan'l[ tan- a A l

where h ana dh/dx are solved in the computer proam by integrating

Eqs. (131) and (132) along the ray path. Using Eq. (149) to find the

elevation angles of the rays at dl.v, the mean value of E becomes

1 +=2 3 C'4

rhich, like dE, improves in accuracy as the number of rays passing
through dlv increases.

"qs. (142) through (150) are used in the simulation to solve for

the relative average power density in o. (137) for each of the 100

vertical line segments of length dl v . Similarly, the progam calcu-

lates the magnitude of the relative field strength by means of the re-

Z. lationship between power density and field strength showrn in Lq. (105).

Substituting 2qs. (2), (3), (4), and (105) (where E, E0 and % denote

permittivities) into Eq. (137) gives

,..I .1p

- n 2 •o --- (151) -

-here n is the mean refractive index of air taken at the center of dlv,

iand Z and E° are the amplitudes of the electric field intensity vectors

in the refractive atmosphere and in free space, respectively. Solving

for jE/Eo gives

4 hge

Il
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'I dE cosE 1/2
E o "End ° cosE-

* 01 0

L o 1/ (152)

dE cosE~

where Er is the magnitude of the relative field strength and $Z 1

in air.

If more than one wavefront from a given emitter arrives at dl,

because of strong atmospheric refraction or reflection from the earth,

the program computes the relative power density and field strength for

* - the resultant field and for the field of each component wavefront at

dlv. Furthermore, if the emitter radiates pulsed rather than continu-

ous waves (as in the case of most radars) the calculations for the re-

sultant field include only those component waves whose pulses overlap

in time with the pulses of the direct (line-of-sight) propagating wave.

Since the optical path length, and hence the time of propagation, from

the emitter to dl is generally different for each component wave, this

overlap will not extend over the full pulse width of the line-of-sight

wave, given that the pulse widths of each wave are equal. Therefore

all calculations for the resultant field at dl, denote maximum values

of P and Er when all pulses overlap with the pulse of the line-of-

sight wave.

Consider the case of M waves originating from the same emitter

which arrive at the vertical line segment dlv at some time t. Lot the

emitter be linearly polarized so that the electric field of each wave

will be polarized in the same direction (to eliminate elliptical and

circular polarizations). Since Eqs. (151) and (132) apply to those

field components whose Poynting vectors are perpendicular to dlv, the
'..



resultant or total field which is propagating normally to dl may bei 'v

written as

EeJ e-J% (153)

where E and e are the amplitude and phase of each field component

propagating normally to dlv.

For the purpose of simulation, all field magnitudes and phases are

represented by

-m Pm S' (154)

and

em + m (155)

where Pm is the reflection coefficient of the earth's surface, E M' is

the field strength due to atmospheric refraction, 6 is the wavefront

phase at dlvi s, and O m is the phase shift due to reflection. The wave-

front phase is computed from

- U - (kon)(ctm) (156)

where the optical path length L between the emitter and dl is obtainedm v

by multiplying the speed of light c in vacuum times the total wavefront

propagation time tm as given by Eq. (133).

In the simulation Pm 1 1 and m = 0 for each wavefront until

it is reflected from the earth's surface, at which point Pm and Om

are calculated as functions of emitter frequency and polarization, ter-

rain composition, surface roughness, and wave incidence angle at the

ground. In the case of multiple reflections, both terms are altered

4 accordingly, with Pm equal to the product of the reflection coeffici-
ent magnitudes at each reflection point and *m equal to the sum of the

• . .o o . - .- * -° 9
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rflection -hase shifts.
Paki.z the ratio of the total electric field in o. (153) to the

free snace electric field (ithout the earth's surface) 6ives the total

relative field

1.0
:. Z " ,e- eT S F r~' e - j ( 6m + OM)

1:?-O -j6
1r j j (157)

Z e o e o
0 0[ , m=l

where O = 1 and a = 0 for the free space field. Substituting Zq.

(152) for E'/E in Fo. (157) gives

= .. [P m os1/ e-J( + Om - 6)Er e- Ir m [dE°

1/2z° [e°] _ [12m j6 d 1/2 (,..!:L- 0 m j eJO (m 1

-ince :is the magnitude of the total relative field at dlv, the aver-

age relative power density may be found from Eq. (151) as

e , 2 n . -  (159)Pa vr n ,

%s, (15e) and (159), which are merely extensions of Lqs. (152) and

(151), are used in the simulation for all relative field strength and

poirer density calculations. The coefficients .m Om and 6 for each
m

reflected wave crossinr dl are found in much the same manner as the wave

elevation angle I in Zn. (150). Consider the rays from a reflected wave-

front which pass through and on either side of dl as shown in Fig. (9).

Ssince the restriction of Zq. (115) in Chapter IV requires that adjacent

r:-s be nearly parallel (i.e., the relative spacing between adjacent rays



must not change appreciably over a wavelength of distance), the rays

through a small wavefront element may be expected to intersect the earth

at approximately the sane angle of incidence. Thus the wavefront re-

flectioa coefficients Pm and 0m' which are dependent upon the angle of

wave incidence, may be obtained by taking the mean of the reflection co-

efficients (3 and 4m which are calculated at the ray incidence

angles. For the four rays in Fig. (9), the magnitude of the wavefront

reflection coefficient Pm becomes

4

Pl +P2 +Pm3 + Pm 4 .- m (16o)
Pp- 1-6

with similar expressions existing for and the time of propagation tm

used in Eq. (156) to obtain the phase 6. The reflection model which
m

computes the values of Pop and is presented in the following sec-

tion.

Earth Reflection I-odel

Consider a uniform plane wave which is incident upon a plane bound-

ary between two media as shown in Fig. (10). Let the incident wave be

polarized so that its electric field vector is either parallel to or

perpendicular to the plane of incidence (is*e., the plane containing the

wave propagation vector k and the normal to the boundary). The ratio of

the reflected to the incident field gives the reflection coefficient y

which is derived in any standard electromagnetics text. 3  32 For par-

allel polarization this becomes

l7 Cos 2 - 7)Cos
~'parm (t) ~ ~2(161)Ypar i pr cos 0, + -7 cos l

and for perpendicular polarization
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= '7 2sec 2 - 771 sec(

pep -.perp 77 sec"' + 711 seC,

Swhere '77 is the intrinsic impedance of each medium, and p denotes the

ancie of incidence and transmission for media 1 and 2 as shown in Fig.

(10). For simple non-magnetic media the intrinsic impedance may be

i -Ev

Fig. 10. Reflection of uniform plane waves at a plane boundary for
parallel and perpendicular polarizations.

written as

'77 [- iOJ (163)

where j, .,and 0 are the permeability, permittivity, and conductivity of

the medium, and are treated as real quantities. Note that E is used here

as a material property, rather than an angular quantity as in the preced-

ing section.

For problems involving the reflection of a field from the surface of

the earth, Eqs. (161) and (162) are frequently written in a form which is

dependent only upon the angle of grazing incidence a, where a, 'T/2 -

w m- - ..
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and the complex permittivity Ec of the earth where E, which is also

* called the "a-c capacitivity" in some texts, is the real part of Ec o To

derive these equations, which are known as Fresnel's equations for a

smooth plane surface, it is necessary to give the relationships between

the index of refraction, permittivity, and wave propagation constant of

i .general non-magnetic media such as most land and sea surfaces of the

earth. These relationships are analogous to Eqs. (4) and (68) for the

nearly perfect dielectric medium of air.

In general both the permittivity and permeability of a medium are

complex quantities. However for magnetically lossless media such as

land and sea bodies, these quantities may be given by

'- - 0' 4 Z 0 (l64a)

=E' - JE" = EoEr - jE" W E -JE" (164b)

where the imaginary term E" is the dielectric loss factor. Substituting

Eqs. (164) into Eq. (4) gives the refractive index as

V- [4 0 (E - X 1/2) 1/2

- 17 '\of- (165)

where E is the relative complex permittivity, or complex dielectric

constant, and is merely the complex form of the relative permittivity Er

or (real) dielectric constant of Eq. (4).

A similar relationship exists between the complex dielectric constant

and the wave propagation constant of Eq. (68). Noting that the general

form of the wave constant is given by

k- -\/-Z:( + E) (166)
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then taking the square of Eq. (70), solving for n, and substituting Eqs.

(67), (164), (165), and (166) yields

I c ,, k 2 W'40Eo j(~o,0

E 2
.. E E (167)

0 0

where E"- O . Eq. (167) is frequently expressed in inks units as

. j 60 Xcr=E -e " N." (168)
0

where the wavelength X is in meters and the conductivity c is in mhos/

meter.

Returning to the reflection coefficient for parallel polarized

fields and letting the subscripts I and 2 denote the air and earth media

in Eq. (161), the respective intrinsic impedances become

7:, 1/2 1/2

"7air' -C, W.] 3 (169)
" 1rl

since C " 0, and
air ~ 0 n

'77 7)2 J2 go e D 1/2 (170)
7 arth 1=4 "2 [ J 423 i0

Applying Snell's law for plane dielectric media at the earth surface

boundary and solving in terms of 02 gives

sin sin 01 (171)

2

'iCh may be rewritten as
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• ) 2: 1/2

Co 2 L n1si (172)
- 2

3 Substituting Eqs. (4) and (165), for nedia 1 and 2 respectively, into :ki.

1/2
CO2 E (.--2 i2~ (173)

.:ut p iyng the numerator and denominator of Eo. (161) by 71/722 Cives

the reflection coefficient for parallel polarized fields as

(71/'72) Cos p2 _ (771/772)2 Cos

:;oti'& "thatrthe (771 /71 2 )cos g2 + (71/'72) cos

.;otina that the impedance ratio at the earth surface boundary is

:'.77 -, E(O711 _ C2 + jWE 2

712 Lw~r 40I

{.! o j ] - "1/2 - (175)

then substituting Eqs. (173) and (174) into Eq. (175) yields

( r 2 2 *1/2 Ecr2
!Sl) - sin2  _ ( ) Cos 9i
E L i J rlO S

1/2 "r (1.76)

-r [(Ecr2) sin /2 + (cr2) Cos

Following the same type of procedure for Eq. (162), the reflection coef-

ficient for perpendicular polarized fields becomes

Cos 91 -I,) sin2

"por l ]-) 72
pep-Cos [c-cr sin 2 (177)

.

r

F:'



Table (1), which is taken from Kerr, gives typical values of the

real E and imaginary E terms of the complex dielectric constant

for various water and soil types at several different frequencies.

Uhile these values are not intended to be a complete set of earth para-

meters, they do represent values obtained from a variety of sources

which serve as a useful guide for the complex dielectric constant of

earth surfaces.

TABLE 1

APPROXIM:ATE ELECTROMAGNETIC PROPERTIES
OF SOIL AND WATEM1

Medium X C
ohm/m or or

Sea water 3 m 4.3 s0 774
20 cm 4.3 80 52

20 - 250 C 10 cm 6.5 69 39
280 C 3.2 cm 16 65 30.7
Distilled water, 23 C 3.2 cm 12 67 23
Fresh water lakes I m 0.001 80 O.06

1 1 m 0.01 80 o.60
Very dry sandy loam 9 cm 0.03 2 1.62
Very wet sandy loam 9 cm 0.6 24 32.4
Very dry ground I m 0.0001 4 O.006
I Moist ground 1 m 0.01 30 0.6
Arizona soil 3.2 cm 0.10 3.2 0.19
Austin, Tex. soil, 3.2 cm 0.0074 2.8 0.014

very dry

As Table (1) indicates, the properties of sea water (Ecr and C) are

independent of wavelength for wavelengths greater than 20 cm. Since Ecr

c/W E 60 a from Eq. (168), then Ec " is found to vary only witho cr

*'wavelength and not sea conductivity. However at shorter wavelengths a
is dependent on wavelength, which affects the value of Ecr as shown in

or

9 ?ig. (11). Furthermore, C or' and a are highly dependent on temperature

With E cr decreasing and a increasing with higher temperatures. Further

-- . . " .. : , . . : , ;,,, .. . , . -. . . . . . .. , . _ .., .. . . . . . . . . . . ..r. .. . . .
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evidence of the temperature dependence of E c' and E for sea and

fresh water is given by Burrows and Atturood 33 and by Saxton.

."? ----

-, 1%"2
.... -- 12 004 0 o . auss 2 s 0 re

a 352

Fi g. 11. Wavelensth dependence of Ecr# and Ccr" for sea water at

crr

constant d - 3.61 zho/., while the solid Ecr curve results from, the

dependence of cr on wavelength for wavelengths shorter than 20 cm.

orland surfaces both E cr' and d are much low(er than for water,

h the snlle= values associated w~ith dry, rocky, or sandy soil, and

th"e higher values occurring, with moist ad rich soil. As err points.,

OW, in his discussion of the values in Table (1), the w ide range in E
"r

a M-! 0 ;:7oduces a considerable variation in E. w hich in turn lar-gely ef-

: zects -the reflection coefficient, especially for parallel polarization.

t.. -le other_- han,!, the reflection coefficient for either polarization is

:

.,o, --'reciably Lffected even 1.f mediumn I is assumed to be free space
' ig. since the mean relative permittivity of air at sea level is

"*" * '' '" ".'°*''" I'"' - " .,' " . I ~ l l IIlm llllll 11 /hlllll 11 1 1 l3ll ii1-] " I~lllll~lloxI,
1
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Er) "=E rl 12 - (1.00031)2 1 (178)

and Ecr > 1 for extremely dry soil and E >> 1 for all other soil

and water surfaces in Table (1).

Frequently the coefficient of reflection is described in terms of

the grazing incidence angle shown in Fig. (10) as a, - -n/2 - , and the

polarization of the electric field with respect to the earth's surface

where the terms "vertical" and "horizontal" polarization are synonymous

with parallel and perpendicular polarization. Taking note that El 1,
ri

Eqs. (176) and (177) may then be written as

" eV cr2 -cos 2 031/2 - Er2 sin (9
vE 2  0 1Co2  (179)-r LI:/ + E.r2 sin L

and

j ~h )e - - 115= 2 - Cos2 aJ/ (180)
Cila+Ec - cos a

where the subscripts v and h denote vertical (parallel) and horizontal

(perpendicular) polarizations, and P and are the magnitude and phase

of the reflection coefficients.

Figs. (12) through (17), which are taken from Long35 and Povejsil,

Raven, and Waterman,36 show the amplitude and phase of the Fresnel re-

flection coefficient of Eqs. (179) and (180) for both vertical and hori-

zontal polarizations. Figs. (12) through (15) are for a smooth sea sur-

face at 10 C with Ecr and d having values comparable to those of Table

(1). The most pronounced feature is the insensitivity of reflected hori-

zontally polarized fields to grazing angle as compared to vertically
polarized fields. For vertical polarizations, the reflection coefficient

magnitude is at a minimum when T w/2. The corresponding grazingLV
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Fig. 16. ;agnitude of the reflection coefficient as a function
of incident graz 3g- pgle for smooth avezage land where E'=10 and
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anle c. is known as 3rewster's angle which represents the angle of in-

cidence for which transmission into the sea is maxi:cized. Since the

inpedance r-atio of Zq. (175) is -7/7 -\2/Eri and

since f>'2 1 > for sea water, the impedance mismatch at the air

and sea boundary will always result in wave reflections even at the

rewster angle.

As previously mentioned, the values of and c are much sial-cr

le- for land sxrfaces than for sea or fresh water surfaces. Land is
enerally a better dielectric materirl than water and yields a consid-

erably inproved L-pedance match at the surface. This is evident in

7fis. (16) and (17) where the values 1cr = 10 and C = 0.0016 --ho/r.

are used. 7ig. (16) shows that p is nearly zero for vertically polar-

ized fields incident on smooth average land at the Brewster angle.

This cont-rasts with values of approximately P = 0.1 to P = 0.4 at

the 3r-ewster an,-le for smooth sea surfaces. Furthermore, the smaller

value of I- results in a general decrease in p for both hori-

zontal and vertical polarizations and a nearly instantaneous phase

chan!e at 3rewster's an gle for vertically polarized fields.

Since the earth's electrical DroDerties vary so considerably, sev-

eral surfaces are modeled in the simulation by using representative

values of dcr and 0 as shown in Table (2). The sea models are divided

* into tee wavelenz h regions whereas the land models are relatively

4 independent of i.aveler-th but dependent upon the moisture content of

the row-id. All values are averages obtained from a number of sources

an d are therefore only approxLriate.I, 33, 34, 36

,n reality, the Fresnel coefficients are of limited use in describ-

In- reflected fields since few earth surfaces may be regarded as bein:

G thr plane or smooth. Consequently, a modification to Lqs. (179) and

Ill----------------------------------...
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TABLE 2

ELECTROMAGNETIC PROPERTIES
*OF SOIL AND WATER MODELS

:-:edium olC
nho/m cr

Sea water 10 m - 20 cm 4.3 80.0
20 cm - 6 cm 6.5 69.0
6 cm - I cm 16.0 65.0

:et C-round 10 m - I cm .01 30.0
Average gound 10 m - 1 cm .0016 10.0
Dry ground 10 m - 1 cm .0001 4.0

(190) is required for most applications. Kerr,1 Beckmann and Spizzi-

17 1chino, and 3artonI8 present such a theory which is summarized in the

following discussion.

iReflection from any generalized surface is usually described in

terms of specular and diffuse scattering, where "specular" scattering

means that the angle of incidence equals the angle of reflection and

"diffuse" scattering implies reflection in all other directions. How-

ever diffuse scattering is a highly complicated function of incidence
1agle,. surface electrical properties, surface roug7hness, waveleuth, and

r,-uo'etry. As such it does not lend itself to a simple expression which

is valid for all angles and wavelengths, and therefore lies beyond the

scopne of this thesis. Specular reflection, on the other hand, is the

dominant type in most applications and is also readily solvable.

The coefficient of specular reflection for the earth's surface is

Jenerally given by

S--pe -J =  v,h pvnhDe-J,h (18!)

..... , v,h J oh is the Fresnel coefficient for vertical and

*or'zontal polarizations, D is a divergence factor which describes the

reduction in reflection caused by the earth's curvature, and R is a

U1...
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* factor of surface roughness. D has values which range between 1 and 0

which, depending on the geometry between the emitter, earth, and re-

ceiver, correspond to the cases in which the earth may be regarded as

flat or highly curved. The roughness factor " likewise ranges from I

to 0 depending on whether the surface is perfectly smooth or extremely

rough.

-- The geometric spreading of wavefronts due to reflection from a

spherical earth surface is illustrated in Fig. (18). This wave diver-

gence is already accounted for in the simulation since all ray trajec-

tories are calculated in polar coordinates and are reflected from a

spherical earth. Thus the total specular reflection coefficient used

in the simulation becomes

-jp mv,hRe-j4,h

"2PERIMETER OF )

PERIMETER OF 0'

7 N'

I6
,_ TANGENT PLANE

EARTH'S SURFACE

Fig. 18. Geometry of the divergence factor D, from Long.3 5 The
dotkted perimeter Q represents the cone of rays having an initial angu-
lar separation of £ which are reflected from a tangent plane at the
center of the cone. The solid perimeter ,Q' shows the additional ray
divergence due to reflection from the curved earth surface.

, - .
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Unlike divergence, surface smoothness is considerably more diffi-

cult to quantify. In general a smooth surface is defined as one which

satisfies the condition established by Lord RayleiGh given by1 7 ' 35

6h < * sina(183)

where 6h is the height of surface irregularities, X is the wavelength,

and m is the incident Cazing angle between the ray and a plane surface

rep-resenting the average of the surface Irregularities. Some authors

re-oCace the factor P) with 146 in 2q. (133) due to the difficulty of

clearly defining smooth versus rough surfaces. Nonetheless, the -zy-

leigh criterion states that the variations in height must become smal-

ler as wavelength decreases and grazing angle increases, for a surface

to be considered smooth. For example, if X = 1 m then 6h must be less

than approximately 7.1 m at a grazing ana1e of I degree, and less than

1.4 n at a grazinC angle of 5 degrees. If X - I cm then the maximum

v!ues of 6h become 7.1 cm and 1.4 cm for grazing angles of I and 5 de-

;9es respectively. Thus a calm sea might be expected to appear as

nore of a smooth surface than most land for wavelengths ranging from

the radio spectrum to the microwave region.

in vractice it is found that the ea.'th's surface may usually be

described In terms of a Gaussian distribution of surface heights about.-

aocal mean height. 1 7 ' 35 7 Ament 3 8 and .eclzmann and Spizzichino

n lave calculted the mean square value of the specular roughness factor

.: Po a --aussian surface (neglecting shadowing and sharp edge diffract-

:r effects) as

<2>. e'-(,&#)2 (14

!I
• - ...
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(185)

* 4 where < > denotes the mean value of a function, Ah is the standard devi-

ation of the Gaussian distribution of heights, a is the incident grazing

angle, and X is the wavelength of the incident field. Fig. (19) shows

the relationship of < R2 > to A with 2q. (184) plotted as a solid line

and exn ...men lt: data from se,. and land surfaces (both plane and hilly

conditions) represented by crosses. Spizzichino states that the corre-

lation of R > with AO is good considering that the reflection data

were often given with little precision and the values used for Ah were

merely estimated.

Frequently land and sea surface profiles are reported only in terms

of the largest observed height variations, rather than as a distribution

of height measurements. The data in Tables (3) and (4),35, 39 while rep-

resenting surface descriptions that can be regarded as loosely quantita-

tive at best, often provide the only basis available from which Ah may be

obtained. For example, the Douglas sea scale listed in Table (3) defines

wave height as the average of the peak-to-trough heights of the one-third

highest waves in a given observation. Even if the one-third highest waves

are predominant, there is rarely any statistical measure established for

smaller waves in most observations, thereby rendering an accurate meas-

urement of Ah impossible.

Similar difficulty exists in establishing Ah for land surfaces where

the irregularities easily become an order of magnitude greater than those

of the roughest seas. Table (4) gives the average of the peak-to-mean

height variations, or deviations from the mean, of the largest scale

surface features for several types of terrain. Land roughness is often

described in terms of the surface height deviation from the local mean
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~TABLE 3

~SEA STATE AhZ WAVE HEIGHT3 5

SA STAT TPeak-to-Trough ioave Height
Doulas Sea State Description 'Yave Height Deviation .h

(feet) (feet) m

1 Smooth 0 -1 0 - .5
2 Slight 1 - 3 .5 - 1.5
3 Moderate 3 - 5 1.5 - 2.5
4 Rough 5 - 8 2.5 - 4.0
5 Very rough 8 - 12 4.0 - 6.0
6 High 12 - 20 6.0 - I0.0
7 Very high 20 - 40 10.0 - 20.0
8 Precipitous 40 - 60 20.0 - 30.0

TABLE 4

LAND SURFACE DEVIATIONS 3 9

Surface Height
Description Deviation Ah

(feet)_

Very smooth plains 0 - 20
Smooth plains 20 - 70
Slightly rolling plains 70 - 130
Rolling plains 130 - 260
Hills 260 - 500
Mountains .500 - 1000
Rugged mountains 1000 - 3000
Extremely rugged mountains 3000 and above

surface altitude (Ahm - h - < h >) because of the asymmetrical nature of

terrain irregularities.

Given that most earth surface profiles are approximately Gaussian,

the data of Tables (3) and (4) may be interpreted as upper values of

their respective height distributions. Bullington and other auth-
- .; cy.'slT,. 37 suggest letting the maximum height deviation Ah- of a surface

4 Profile represent the amplitude of the surface irregularity which is ex-

Ceded less than I per cent of the time over the path between the emitter
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and receiver. Using this criterion, the maximum surface deviations in

Tables (3) and (4) will include 98 per cent of all height variations (49

per cent above and below the mean surface height).

It may bc shown from any set of statistical tables that 98 per cent

of all possible random variables having a standard normal or Gaussian

distribution will be found within 2.33 standard deviations of the mean.

Thus letting AN be the maximum surface deviation about the mean such

that AN is exceeded less than 1 per cent of the time, then

A - hM - < h > - 2.33&h (186)

where hN is the maximum surface height in any observation. Values of

Ah. andAh used in the simulation are given in Tables (5) and (6), where

A is chosen as the maximum height deviation listed in Tables (3) and

(4) for each surface description.

TABLE 5

STANDARD DEVIATION OF HEIGHTS FMR SEA SUMFACES

Douglas Sea State Description (feet) (feet)

I Smooth .5 .2
2 Slight 1.5 .6
3 Moderate 2.5 1.1
4 Rough 4.0 1.7
5 Very rough 6.0 2.6
6 High 10.0 4.3
7 Very high 20.0 8.6
8 Precipitous 30.0 12.9

Combining Eqs. (179) through (186) and Tables (2), (5), and (6), the

total specular reflection coefficient becomes-jo. - .Jrp Pv,,-\ <R7>ej
"mpe p o , Re

-- (A) (187)ta-.a.a.a--~ a.
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:fl TABLE 6
I i STANDARD DEVIATION OF HEIGHTS FOI LAND SURFACES

Jescription (fet)(f t)(feet)

Very smooth plains 20 9
Smooth plains 70 30
Slightly rolling plains 130 56
Rolling plains 260 112
Hills 500 214
i-ountains 1000 429

Rugged mountains 3000 1288
Extremely rugged mountains 5000 2146

where R = R = < 12>. Because of the assumed Gaussian nature of therms

surface profile, the Fresnel reflection phase #vh is the only explicit

term in Eq. (187) which contributes to a phase shift in the reflected

field. !hile a given surface deviation will alternate the reflected field

by an equal amount regardless of whether it lies above or below the mean

surface height, the difference in path length, and hence the phase shift,

between fields reflected from the mean and the surface variation will

differ° in sign according to whether the height deviation lies above or

below the mean. Thus the phase changes due to equally sized surface de-

viations above and below the mean surface height will be equal but oppo-

site in sign. Assuming a Gaussian surface therefore results in random

phase shifts having a zero mean value which do not contribute to the phase

of the total reflection coefficient of Eq. (187).

I
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IMALLTS

Introduction
In a-n e , iiatioa of over-the-horizon radio propagation, .ppert

ad Goodhart 1 recently presented an excellent comparison of theoreti-

cal amd experimental results for lone range tropospheric propagation

due to ducting conditions off the San Diego, California, coast. A

gound based duct was analyzed by means of waveguide mode theory and

field strength measurements at 65, 170, 520, and 3300 IN2z using vari-

able emitter and receiver heights, while an elevated, or earth detached,

duct was studied at the singl e frequency of 3087.7 I {z.

The data presented by 2appert and Goodhart were used to point out

the relative merits of using waveguide concepts to describe anomalous

propaiation. A similar comparison is made in this thesis to evaluate

the ability of Geometric optics to predict the field in a layered at-

nospheric structure such as a duct. However, validation of the thesis

geometric- optics model is restricted to the case studies of the ground

based duct since -agert and Goodhart presented results for the elevated

duct that iere limited to a single set of transmitt,.,' and receiver heights

and only one frequency.

The presence of tropospheric ducts off the California coast is a

1- hnoWn phenotienon that is larGely caused by strong temperature in-

SVersio-ns ran~in in heiGht from near sea level to 4000 feet. 1 ' 23 The

rir beli these inversions is usually moist and well mixed while the air

76
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above is warmer and much drier. A rapid decrease in the refractive in-

dex, as indicated by Eq. (15), occurs in a thin layer between these two

I contrasting types of air, and results In the kind of ducting shown in

* the Guadalupe Island case studies.

The experimental data considered in this thesis were obtained from

field strength measurements taken by the U. S. Naval Electronics Labora-

tory Center across a 280 nautical mile over-water path between San Diego

and Guadalupe Island. A receiver located at heights of 100 and .500 ft

above mean sea level at San Diego recorded the signal of a horizontally

polarized airborne transmitter which was flown in and out of a ground

based duct lying between these two locations.

The measured data, which are shown in Fig. (20) for the 100 ft re-

ceiver, are plotted as the received field strength normalized to the free

space field (in decibels) versus transmitter height. These data, com-

monly referred to as height gain curves, are given at 20 naut mi inter-

* vals (measured along the surface of the earth) between the emitter and

receiver. Also shown is the approximate flight path of the transmitter

and the meteorological profiles of atmospheric refractivity. The dis-

tance from the San Diego receiver to the geometric horizon is given with

each set of height gain curves to illustrate that the measured field re-

stilts from over-th-horizon propagation due to tropospheric ducting.

* Although the data in Fig. (20) were obtained in 1948, they represent

some of the best case studies of field measurements and supporting mete-

orological data that are available today. 1 4  The meteorological profiles

shown along the San Diego to Guadalupe Island path are recordings of the

atmospheric refractive index structure given in 3-units (Chapter II).

These profiles are easily converted to the more conventional refractivity
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or .-units by combining :qs. (7) and (8) to yield

B h. 0 6 (

An examination of Fin. (20) indicates that the layer structure varied

temporally or spatially -r both. Nqone the less, a strong gradient of

-22 3-units/1000 ft (-22 3-units/kft) or -232 N-units/kft exists from

approximately 600 to lo00 ft in altitude, which exceeds the -47.85 1-

units/kft (-157 N-units/km) criterion for ducting given by Eq. (10).

An average 3-profile, shown in the lower left hand corner of Fig. (20)

and listed in Table (7), is used in the thesis simulation to represent

the refractivity profile along the entire San Diego to Guadalupe Island

path.

A trilinear approximation to the Guadalupe Island refractivity pro-

file was similarly used in the waveguide computations of Pappert and

Goodhart. The trilinear model, which was originally given in modified

index or .II-units, is converted to N-units by combining Eqs. (7) and (9)

such 'hnt

h l
E a

and is listed in Table (3). Both profiles are used in the simulation

with the assunption that the atmospheric refractivity structure is rea-

sonably stationary and homogeneous in the horizontal direction.

Comparisons of the two profile models and their N-gradients are

civen in Figs. (21) and (22). 3oth models have extremely large negative

-radiets from 600 to 1000 ft in height and positive gradients between

100C and 1300 ft, which correspond respectively to superrefractive and

subrefractive regions. It is this superrefractive layer and the sea sur-

face which act as waveguide walls to trap horizontally traveling waves,
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30
2A,3LE 7

ATMOSPHERIC FACTIVITY PROFILE FO-R THE

GUADALUPE ISLA D DUCT

Height above Atmospheric Refractivity
mean sea level 3-units i-units

(ft)

100 341.o 338.8
200 341.0 337.6
400 341.0 336.2
600 342.0 334.8
700 320.0 311.6
800 305.0 295.4
900 296.0 285.2

1000 287.0 275.0
1100 294.0 280.8
1200 298.0 283.6
1300 300.0 284.4
1450 301.0 283.6
1600 300.0 280.8
1700 299.0 278.6
1800 298.0 276.4
1900 296.0 273.3
2000 293.0 269.1
2100 294.0 268.9
2200 296.0 269.7
2300 297.0 269.5
2500 297.0 267.1

TABLE 8

ATKOSPHMIC RERACTIVITY .PROFIEE FOR THE
TRILINEAR DUCT

Height above Atmosp eric Refractivity
mean sea level M-units N-units

(ft)

0 341.o 341.o
60o 365.0 336.3

1000 323.0 275.1H 1300 349.0 286.8
2000 371.0 275.3

K
ti .' . . '. . . . :,. i . . ". . ' i ," " " - " " " " " ""



thus enblinr wave propagation over the horizon. :hile the trilinear

mode. is a good apnrox!Tation of the Cuadalupe island duct, it under-

esti-ates the strong N-,aiient existing from 00 to 1000 ft. For tu-

natel-y this difference is not crucial since both models, .,hose max.mum

-a,.Ients at this layer are -232 :N-units/kft (Zuadalupe Island" and

-153 N-units/kft (trilinear), satisfy the -47.85 N-units/kft gadient

required for ductinr. A second layer, extendinr from 1900 to 2000 ft

in the uadalu7e Island profile, is shown to be highly refractive (-42

-units/kft) although there is no evidence in either the neidht ain

cir-ves of Fig. (20) or in the siMulation results that this layer causes

any significant tririrg.

The theoretical calculations of Pappert and aoodhart are based upon

the modal wave solution for a planar waveguide as developed by .ud-

den.1 , 16 in this solution the transverse electric (TZ) wave propagat-

in- 1n a trilinear mediu m, such as the one in Fig. (21), is obtained

from the vlane vave reflection coefficients at the boundaries of the

medium. The reflection coefficients are given as functions of the eigen-

values of the incident grazing angle for each propagating mode at the

medium boundaries. Each reflection coefficient is then expressed in

terms of modified H.ankel functions of order one third and their deriva-

tives. Lntering into these coefficients are the Fresnel reflection co-

efficient and surface roughness factor given by Zqs. (170) through '18,5'

in all of their calculations Pappert and *oodhart use a surface height

standard deviation (Ah) of 1 ft, which corresponds to a sea state of 3

in Table (5), thermore, the waveguide calculations require the solu-

ticn of from one to a hundred moles depending on the height of the duct-

in:- layer, the frequency, and the emitter location within the ducting

.... ='-.. ...... .... ....... : . ,..... ...- . , .. ,- . ,: , --- ,- _ . ..
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Simulation Results

.esults obtained from the geo:.metric optics computer simulation de-

scribed in .haDpter V are =resented in this section for both the Guadalupe

Island and trilinear ground based duct refractivity pro .les. A moderate

sea surface (sea state 3) is used to approximate the surface model used

- by Pappert and Goodhart. A perfectly smooth sea could have been assumed,

however, since the surface roughness factor of Bq. (184) is very nearly

unity (0.959) at the highest frequency (3300 riz) and largest grazing

angle (0.359 deg) encountered in this study. The emitter characteristics

are the same as for the Cuadalupe Island measurements, namely a horizon-

tally polarized radiating pattern at 65, 170, 520, and 3300 M4Hz.

Since the atmosphere is considered to be a linear and isotropic med-

i=m, the theorem of reciprocity may be applied. -;eciprocity states

that for a linear and isotromic medium the transmitter and receiver ma:'

be interchanged without affectin- the response of either. Thus the

transnaitter and receiver positions are reversed in the simulation with

the emitter located at 100 and 500 ft altitudes and the receiver moving

vertically into and out of the duct along the flight profile of Fig. (20).

3efore examining the simulation results for propagation within a

ground based duct, consider the case of an isotropic emitter n free

space (vacuum) which is at a height ho of 100 ft above mean sea level.

Fig. (23) shows the refractivity and refractivity gradient profiles of

free space, which are of course zero since the index of refraction n in

zq. (7) is unity throughout free space.

7ay trajectories, which are computed by the sinulation and shown in

Ti 7 (24), are launched from the emitter at 0.02 deg increments between

the angles of 40.50 and -0.50 deg in elevation. This ray density of 50
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rays/deg resulted from an investigation during the early development of

the simulation which indicated that the field strength calculations, while

being highly sensitive to ray spacings greater than 0.05 deg, tended to

converge rapidly for spacings of 0.035 or less. A ray separation of 0.02

deg was then selected to ensure the accuracy and consistency of the simu-

lation field strength results.

The rays in Fig. (24) are shown with an artificial upward curvature

that results from plotting the earth's surface along a linear rather than

a curved axis. This curvature is actually 1/a where a is the mean radius

of the earth. If the rays were drawn in a spherical coordinate system

they would be correctly shown to be straight lines. The choice of a rec-

tangular coordinate system was made, however, for ease of comparison be-

tween simulation results, waveguide calculations, and the Guadalupe Island

measurements of Fig. (20). Another point to be made is that the rays ap-

pear to be traveling upward at a rapid rate because of the enormous scale

co:-ression along the abscissa (approximately 228 times that of the or-

dinate axis).

the ray shown farthest to the right in Fig. (24) defines the geomet-

ric horizon seen by the transmitter. For an emitter in free space whose

altitude is 100 ft, the horizon appears 0.18 deg below the local horizon-

tal at the transmitter, given that the earth's surface is perfectly smooth.

--ays launched below this angle will be reflected from the earth as shown in

the ray trace figure.

,£ Figs. (25) and (26) show the refractivity profiles and ray trajector-

, ies for the same emitter using the standard C.R.P.L. exponential atmos-

4.ere given by Eqs. (17) and (129). A comparison of Figs. (24) and (26)
slOws that the negative 11-gradient of the exponential atmosphere (-13.65

. . .. - - . . . . . . . . . .
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4-units/kft at a height of 100 ft) causes the rays to refract beyond the

geometric horizon such that the distance to the horizon is extended ap-

proximately 1.33 times the horizon distance in free space.

Turning now to the Guadalupe Island duct, Figs. (27) through (33)

show simulation results obtained with the average measured refractivity

profile of Table (7) and Fig. (21a). Fig. (27) shows the trajectories

of rays launched between 40.50 and -0.50 deg from the 100 ft high emit-

ter. Only those rays whose elevation angles are less than or equal to

some critical angle are trapped between the earth and the 1000 ft top of

the duct. The maximum launch angle for trapped rays may be found from

Snell's law, which is given by Eq. (54) for spherically concentric media.

Rewriting Eq. (54) in terms of ray elevation angles (i.e., the angular

complement of P and Ao) gives

rn(r) cos E = rn(r0 )cos E (190)

where r, n(r), and E denote values at the point of refraction, and rof

n(r ), and :0 are measured at some known point, such as at the emitter.

Setting E = 0 for total internal reflection (trapping) at the maximum

'height of the duct, substituting the coordinate change of Eq. (60a) and

solving for E0 the critical launch angle for trapped rays becomes

Cos (a + ho)n( (191)

where h and h are the altitudes of the top of the duct and the transmit-
0

ter (measured from mean sea level) and a = 2.0925.107 ft is the mean ra-

dius of the earth. For a 100 ft transmitter in the Guadalupe Island duct,

the maximum launch angles are IEoI = 0.369 deg for ray trapping at the

top of the duct (h = 1000 ft) and I Col = 0.255 deg for ray trapping at

the intermediate 800 ft layer in the duct. Fig. (27) shows that ray trap-

Ping occurs mainly between these two heights. On the other hand, Eq.
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(191) indicates that ray trapping does not occur at the 2000 ft high layer

shown in Figs. (21a) and (22a) for any value of E

Fig. (27) shows a number of regions where there is a distinct absence

of rays, particularly the area above the duct and the low altitude hole

* exteuding from 10 to 50 naut mi within the duct. The hole represents the

region beyond the earth's horizon where rays are unable to penetrate and

is frequently referred to as the earth shadow region. Thile geometric

optics predicts that there is no field present in either of these regions,

~ Ithe exi~erimental results and waveguide mode theory calculations presented

in the following section indicate that just the opposite is true. This

discrepancy arises from the fact that classical geometric optics, becauseI it does not make explicit use of wavelength and phase, is not able to

" ,solve for diffracted fields or fields resulting from evanescent and leaky

I modes which are often present in atmospheric ducts.I ' 12, 14, 16 A fur-

ther discussion of these mode types and their fields will be given in the

latter part of this chapter.

The wavelike ray structure shown near the top of the duct in Fig.

(27) forms several caustics, or regions where the ray density increases

rapidly and then falls off abruptly to zero (Chapter IV). Caustics must

be excluded from cons'deration since they violate the requirement of Eq.

: (115) that the relative spacing between adjacent rays, and hence the ray

,. density in a volume of space, must not change appreciably over a wave-

length of distance.

iays that intersect the earth in Fig. (27) are reflected from sur-

faces that are locally plane and tangent to a smooth spherical earth at

-" the point of reflection (Chapter V). Thus ray divergence due to reflect-

ion from a curved earth is provided for in the ray trace diagram. Surface

roughness becomes a consideration only when calculating the field of a

-'. -,'•I '- ..]. .._, , -,,, , , a ., ------ "
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reflected wave by means of 2Eqs. (184) and (185).

Figs. (28) and (29) show an expanded view of the Guadalupe Island

refractivity and refractivity gradient profiles of Figs. (21a) and (21b)

and the ray trace plot of Fig. (27) for heights of 0 to 1000 ft within thc

duct, since the region above the duct is not modeled correctly by geomet-

ric optics. Figs. (30) through (33) present height gain curves computed

by the simulation at 65, 170, 520, and 3300 Eifz for the 100 ft high emit-

ter, using the Guadalupe Island refractivity profile and a moderate sea

surface (Ah = 1.1 ft)l model. Vertical reference axes are drawn at 20

naut mi intervals to reDresent the zero db gain level of field strength

relative to free space values. A scale for measuring relative field

strength is given in the upper right hand corner of each plot.

The most notable features of the height gain curves are the peaks

and nulls which result from mutual interference betueen the refracted and

reflected wavefronts propagating through the duct. Unlike standard micro-

wave waveguides, the duct has a height which is several orders of magni-

tude greater than a wavelength of radiation, and thus is capable of sus-

taining a vertical standing wave pattern with numerous minima and maxima.

F=thermore, since the medium within the duct is not homogeneous and since

the bouraries of the duct are considerably different (the earth surface

causes an amplitude and phase change in reflected fields while the more

amorphous upper "boundary" of the duct does not) the interference patterns

are not symmetric either with respect to height or to the zero db refer-

ence axes. Finally, the number of peaks and nulls in the height gain

curves is seen to increase with emitter frequency. This is in agreement

with elementary optics theory which states that the distance between the

inima and ,maxima of interfering fields is inversely proportional to fre-

quency. Ths more eaks and nulls appear as this distance decreases.
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Simulation results for the 500 ft transmitter are shown in Figs.

(34) through (39). In this case the rays are launched between 40.54 and

-0.46 deg to nermit the simulation to detect the caustics at the tcp c!

the duct and thus exclude them from the field strength calculations (at

least two adjacent rays must lie above a caustic to enable its location

by the computer program).

The =ay trace of Fig. (34) is considerably different from that of

Fig. (29) with many of the rays trapped between the emitter and the bot-

tom edge of the ducting layer. From Snell's law and Fig. (34) it may be

shon that rays having 0 < E < 0.0987 deg are trapped between 500 and
0

630 ft, while those fo which ( 0 < 0.411 deg are tra-pped at 800 ft

and those launched at J E0 1 < 0.490 deg are trapped at 1000 ft. The

difference in ray trapping at the two emitter heights may be explained

by Eq. (191). Assume for the moment that the ratio n(h)/n(ho) does not

change over some range of altitude h. Eq. (191) states that as h becomes
larger, E° will become smaller until at some point the right hand side of

the equation exceeds unity and no rays may be trapped. Thus the greater

the separation between the layer and emitter altitudes (i.e., h and ho)
i0

the smaller the launch angle must become to remain trapped. Of course

changing n(h) significantly will alter this result, but in the case of

t-apping at the 800 and 1000 ft levels, the ratio of n(h)/n(ho) remains

relatively constant as compared to the ratio of (a + h)/(a + ho) when

solving zq. (191) at ho 1 100 ft and h° - 500 ft. Similarly Eq. (191)

indicates that no ray trapping will occur along the bottom edge of the

duct for the 100 ft emitter, as confirmed by Fig. (29).

Figs. (35) though (38) show simulated height gain curves for the 500

ft emitter above the same moderately rough (sea state 3) surface. As with

' -1
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the 100 ft emitter, the peaks and nulls in the height gain curves become

more pronounced at higher frequencies.

Finally, the simulation results using the trilinear ground based

duct model of Pappert and Goodhart are presented in Figs. (39) through

(49). Rays are again launched from 40.50 to -0.50 deg in elevation for

the 100 ft emitter and from 40.54 to -0.46 deg for the 500 ft emitter.

A comparison of critical angles for ray trapping within the Guadalupe

Island and trilinear duct models is given in Table (9).

TA3LE 9

Emitter Trapping auximum Launch
Iodel Height Height Angle

Guadaluoe Island 100 1000 + 0.369

800 + 0.255
500 1000 + 0.490

800 + 0.411
630 .O.099

*-_rilinear 100 1000 + 0.381
800 ± 0.082

500 1000 0.300
800 _0.335
650 0 . 093

" "M
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Conrparison of _:esul Lts

The preceding simulation results are compared in this section to the

experimental and calculated height gains presented by Pappert and Cood-

hart for the ground based Cuadalupe Island duct. The experimental data

for the 100 ft high emitter are from Fig. (20) and the waveguide mode

theory calculations are based upon the trilinear refractivity profile of

Table (8) and Fig. (21b). The height gain curves from Pappert and Good-

hart, shown in Figs. (50) through (59), are for fixed receiver heights

of 100 and 500 ft at a distance of 120 naut mi from the transmitter

(measured along the earth's surface), with selected results given at a

distance of 60 naut mi. Applying the principle of reciprocity for a lin-

ear isotropic medium, these results are compared to the simulation height

gain curves where the transmitter and receiver have been interchanged.

As mentioned previously, all calculations assume a sea surface of moder-

ate roughness (Ah equals 1 ft and 1.1 ft in the respective waveguide and

geometric optics results) over the enti"-e th bet;est w .n Die;o and

Guadalupe island.

Fig. (50) shows measured and calculated height gain profiles at 65

MHz for a transmitter to receiver separation of 60 naut mi with the re-

ceiver (or simulation transmitter) at 500 ft above mean sea level. Shown

are the experimental and calculated results obtained from waveguide the-

ory, plus calculated height gains for the earth diffracted field1 ' 14 and

14, 41the field scattered by the troposphere. The diffracted and tropo-

scatter fields, which are labeled "normal" in the figure legends, are

nonducted fields which are present when the transmitter is below the hori-

zon (in this case at a height less than 2200 ft). These fields will be

shown to be consistently weak, usually ranging from 20 to 60 db below the

ducted field. The experimental, waveguide theory, and normal height gain4



curves axe alreneated in Fiiz. (50:) and (50b) to avoid con!!estion when

plottinc the simulated height1_' 7alns obtained "hn t,'he ' ua-lupe ihland

and-. trilinear refractivity proflls, sho.n in Fi-s. (50a) and (50b)1, re-

spectively. The s-'iulation results shown in this case are fron the

height rain curves at 60 naut zmi given in Figs. (35) and (42.

In examining the results of Fi!. (50) it is apparent that geometric

ontics yields a height ain 7ofile that is much more irregulr than the

curves obtained e;-erinentally or fron ,aveguide theory. This may be

due to the fact that the greoetric ontics simulation calculates only the

fields that are speculaxly reflected at the sea surface, and thus omits

diffusely scattered fields which may tend to "fill in" the height gain

-rofile. A second explanation may be that the specular reflection co-

efficient of the sea is in error because of incorrect electrical proper-

ties assi-ned to the sea surface in -'able (2). Another possibility may

lie w.ith the conditions of -qs. (77) and (78) given in Chapter IV which

state that geometric optics becomes a better propagation model as fre-

quency increases. A final reason may be that since geometric optics does
phase it is inaal ofOe

not mae explicit use of wavelen-th and nhase, it is incanable of -re-

dict-n: the existence of certain types of modes w4'hich are accounted for

in :ave-uide aode theory. It will be shown that the latter two explana-

tions are the most likely since the geometric optics results do improve

considerably at higher frequencies and since geometric optics is unable

to calculate the field above the duct which is due to the presence of

"leay'o nodes in this region, if the lack of a diffusely reflected field

w-ere a suitable reason, then the simulation error would be expected to

increase rather than decrease at higher frequencies, since the sea would

appeaz to be a rougher surface and thus a more diffuse reflector at

Shorter avelenths. Also, an incorrect choice of electrical properties
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for the sea would not be expected to produce a significant error in the

.-"resnel reflection coefficient of Eq. (180' for horizontally polarized

fields. Little change occurs in the reflection coefficient over the

rang-e of small grazing angles encountered (0 to 0.359 deg) even for ex-

tremey large variations in surface electrical characteristics as evi-

denced by Pigs. (12) through (17) in Chapter V.

'bile both the experimental data and waveguide calculations indi-

cate. that a relatively constant field is measured at the receiver when

the transmitter is above the duct, the reciprocal height gain curve ob-

tained from geometric optics shows no field present for this condition.

*:aveguide mode theory predicts that such a field does exist which is the

result of the coupling of energ, from the transmitted signal into the

duct by means of "leaky nodes.' If the transmitter and receiver

were reversed, as they are in the si-ulation, then this field iould ex-

ist above the duct because of energy leakage by the same ty.es of modes.

-owever as the ray traces of Figs. (2' ), (34), 40), and (45) shoi:, there

is nothinr in the geometric optics solution to suggest enerr leakage

along the ton of the duct.

Co aid in describing enerwy, leakage through a ducting layer, consid-

er the co:iarison of a tropospheric duct to a dielectric slab waveguide.

In the case of the die-ectric waveguide, the field may be resolved into a

sumi of elementzry waves or modes which are guided along the slab boundar-

ies with little or no attenuation in the direction of propagation and

1ith an exponential decay in the direction normal to the outside of either

bOundary. H"owever P duct has no T:ell defined upper boundary, such as a

discontinuity in the refractive index, and consequently has propagation

Characteristics which are different from those of a simple dielectric

-"I'uVUide. :ode theory predicts that two types of modes, commonly referred
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to as "trapped" and "lealy" modes, mall exist within a meteorolo-ical

duct. 'Ta-.ped modes are wuattenuated modes of propagation Thich are

an loous to those of the dielectric slab. LeTaky mod-s, while Zuided

wi nin the duct along the earth's surface, are allowed to propagate ob-

liquely to the duct in the region above the superrefractive layer. ln-

er.7y is then coupled into or out of a duct wahen one or zmore leaky modes

is strongly excited by a nearby transatter.°

2igs. (51) and (52) show results at 65 .iz for a 120 naut mi trans-

mitter to receiver seDaration with the receiver at 100 and 500 ft

heights. Again Tigs. (51a) and (:2a) give simulated height gain curves

usirZ the -uada-lupe Island refractivity profile, and Fig-s. (5lb) and

(52b) shoiwi simulation results obtained with the trilinear duct ro.ie.

As before, the geometric optics height Sain curves are highly irreEula-,

especiaIl.y those usin- the trilinear refractivity profile. 'ilso, the

siru'ted hei;-ht gains shown in these figures are generally 5 to 20 db

eater than those of either the experimental or uaveguide cu-ves. It

is quite evident that waveguide mode theory has a far better agreement

.'ith the experLmental measurements at 65 .-z than does geonetric optics.

paDDert and Zoodart indicate that equipment calibration errors

have sometLnes affected the measured data, resulting in this instance

in a larger than expected difference between the experimental and mode

theory height rain curves shown in Tig. ($2). -vidence of equipment

el-or apears in Figz. (51) and '52), where the measured field at $00

ft in 7ir. (51) is not the same as the field at 100 ft in ri -. (52)

thus indicating a violation of reciprocity.

igs. (53) and (54) sho. ex-perimental and calculated height gain
crves at 0 ~~iz for a distance of 120 mut ai .ith the receiver height

-%e at 17 rt -t - e vr h



122

at 100 and 500 ft. The simulation results are still in much poorer a-ee-

ment with the measured data than are the waveguide calculations. diowever

the geometric optics results of Fig. (53) do show a two mode interference

structure which is slightly displaced from tho same two mode pattern

given by waveguide theory. Pappert and Goodhart note that the number of

modes required in the waveguide calculations ranges from a single mode

at 65 MHz and two modes at 170 MHz, to nearly a hundred modes at 3300

MHz. They also explain that the sharp null at 1200 ft in the experimen-

tal data of Fig. (53) is most likely the result of a transmitter and re-

ceiver antenna misalignment, and is therefore not to be interpreted as a

real null.

Figs. (55) and (56) show height gain curves at 520 MHz for a range

of 120 naut mi with receiver heights of 100 and 500 ft. The simulation

results give field strengths that are within 5 to 10 db of the experimen-

tal and mode theory results, which is a considerable improvement over the

previous cases at the lower frequencies. Agreement is generally best be-

tween the simulation results using the Guadalupe Island profile and mode

theory results, although as Fig. (55a) shows, some of the interference

lobes do not appear in the geometric optics height gain curve between the

altitudes of 400 and 600 ft. The deep null at 1100 ft is again consid-

ered to be the result of antenna misalignment.

Fig. (56) shows waveguide calculations for cases where the modal

equation is solved at the ground (D = 0) and at the bottom edge of the

ducting layer which is at a height of 600 ft (D = 600). Pappert and

Goodhart state that at this frequency modes exist which are either earth

detached or evanescent at the ground. The height gain curve for D - 600

includes these additional modes and is in better agreement with experi-

mental results by eliminating the fine structure of the D - 0 curve.K
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"'hile the mode calculations in Fig. (55) are for D= 600, deep nulls ap-

pear in the waveguide height gain curve since the additional modes are

sufficiently evanescent at the 100 ft receiver height so as not to af-

fect the nodc sum by any appreciable amount.

3ince geometric optics solves for the direction of energy Iropaga-

tion through a medium, it is unable to model the distribution of energy

contained in the nonpropagating evanescent modes existing within a duct.

However ray optics is capable of describing earth detached propagation

as evidenced by the ray traces of Figs. (29), (34), (40), and (45).

These figures all show a number of rays which travel below the ducting

layer without intersecting the earth's surface. Such elevated rays rep-

resent earth detached propagation which begins to appear in the simulated

height gain curves at higher frequencies. In the 520 M.1Hz case, geomretric

optics produces results which lie between the mode theory height gains

for D - 0 and D = 600. It should be noted that neither ray optics nor

mode theory gives results that are in very good agreement with the experi-

mental data in Figs. (55) and (56). This discrepancy, which is mentioned

by Pappert and Goodhart for the waveguide calculations, is suspected to be

due to temporal or spatial fluctuations in the duct layer at the tine of

measurement.

Fig. (57) shows results at 3300 11z for a range of 60 naut mi and a

receiver height of 100 ft. The pair of solid curves for the experimental

data represent the envelope of measured field strength at this range. The

results obtained from geometric optics are in very good agreement with

both the experimental and waveguide theory height gain curves. ode the-

Ory predicts a large decrease in the field above 800 ft because of the
4

destructive interference in this region of nearly 100 modes. Pappert and

Goodhart point out that this phasinp would be eliminated, however, by a

I" " . * . - . -. . . . ,-" I I U h n u l m " . ,
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turbulence in the ducting layer of the trilinear refractivity model.

Figs. (58) and (59) show results at 3300 101z for a transmitter to

receiver separation of 120 naut mi with the receiver at 100 and 500 ft.

"'hile the simulation results fall between the experimental and waveguide

height gain curves for the 100 ft receiver of Fig. (5 ), both geometric

optics and mode theory predict fields that are 5 to 10 db higher than

the field measured at this altitude. Unless both mode theory and geomet-

ric optics are in error, the most likely explanations are that either an

antenna alignment error still continued to exist or the duct did not re-

main stationary and horizontally homogeneous at the time of measurement.

In the case of the 500 ft high receiver the simulated height gain curves

given for the Guadalupe Island profile in Fig. (59a) again appear to be

in better agreement with the mode theory calculations than those simu-

lated with the trilinear profile in Fig. (59b). The experimental results,

while lacking the fine structure of either the ray optics or waveguide

height gain curves, are shown to be an approximate average of the calcu-

lated curves in Fig. (59). This may be due to either a change in the

duct refractivity which is not accounted for in either duct profile model

or the existence of other earth detached or evanescent modes which were

not included in either the mode theory or geometric optics results.
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SThe results rresented in this paner indicate that classical zeomet-'1 nic o"tics yields rmoierately fair predictions of the strenzth of a trop-

ospnercally ducted field at frequencies below 100 to 200 ifiz, and rea-

sonably good estimates at frequencies above 500 Miz. The fields calcu-

lated from geometric optics were g enerally higher and more irregular

than those obtained experimentally or from waveguide mode theory at 65

and 170 liz, although at 170 2i Zz both mode and ray theories differed at

times from the measured field by as much as 20 db. These errors may be

related to problems in the aligment and calibration of the measurement

equipment or in temporal and spatial fluctuations in the ducting layer.

in the case of the geometric optics results a further explanation may

lie w.ith the restrictions of Zqs. (77) and (78) in Chapter IV, which

state that ray theory is useful as a propagation model only at high fre-

quencies. n'onetheless, ray optics appears to provide an order of magni-

tude approximation to the field as low as 65 riZz, which could conceivably

be extended down to 30 !iiz where atmospheric refraction becomes the pri-

mary mechanism for long distance radio propagation.

3y contrast, the fields calculated from geometric optics at 520 and

3300 :2iz were generally within 5 to 10 db of both the experimental and

waveguide theory results. In some of the examples shown at these higher

frequencies, ray theory was in better agreement with waveguide theory than

S'ith the experimental data. Again this difference may have resulted from

135
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equipment error or inhomogeneities in the duct layer. Finally, the ray

theory calculations which had the closest agreement with either experi-

mental or mode theory results were those derived from the Guadalupe Is-

land refractivity profile. The only plausible reason for this outcome

is that the Guadalupe Island profile, by including several variations in

the refractivity structure both within the ducting layer and near the

earth surface which were not modeled by the trilinear profile, simply

was more representative of the Guadalupe Island duct.

Limitations that are inherent to classical ray theory have been

noted throughout this paper. These include the inability to model dif-

fracted fields and certain propagating (leaky) and nonpropagating (eva-

nescent) modes which are present in a tropospheric duct. Regions in

which these effects are of concern, such as the earth shadow region and

the area above a duct, must then be treated by the diffraction and wave-

guide mode theories of physical optics.

Despite its obvious limitations, geometric optics provides a useful

qualitative as well as quantitative description of the effects of atmos-

pheric refraction on wave propagation. Given a distribution of atmos-

pheric refractive index, the ray trajectories of geometric optics yield

an easily understood representation of wavefront propagation through lay-

ered atmospheres with a minimum of computational effort. Furthermore, un-

like waveguide mode theory where large numbers of modes may be required to

obtain a field solution, geometric optics is able to make rapid and effi-

cient field calculations for different frequencies, polarizations, and

surface properties based upon a single set of ray trajectories. This a-

bility to lend a physical interpretation to refraction effects plus the

ease and efficiency of computation, make ray theory an attractive alter-

native to the more laborious mode theory of propagation, especially when
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several layers are present in the atmosphere. Moreover, the results pre-

sented in this thesis indicate that geometric optics, when properly un-

derstood and applied, offers a reasonably accurate method for determining

the strength of a field in an inhomogeneous atmospheric structure, sucb

as a tropospheric duct, which is comparable in realism to that of wave-

guide mode theory.

I!1



This Appendiz provides a description plus instructions for use of

the atmospheric refractivity computer simulation (ATRZ?) discussed in

Chapter V. ?ro am A±'$EF is written in xtended ?GRT i language for

the CDC 6600 digital computer system and requires approximately 65,000

octal words of memory. Approximately 12 to 15 seconds of central proc-

essor time are required to calculate the ray trajectories and height

gains for an emitter at one frequency. Program input is given in stan-

dard caxd image form and output is provided in both printed and on-line

CALCO plotted formats, depending on user selection. A description of

the executive program and seven subroutines of the computer simulation

is given below.

A-MF is the main executive program which controls the input/output

functions, refractivity model selection, and calculation of the ray tra-

jectories and height gain curves. Refractivity profiles may consist of

either the stored free space or exponential C."L models given by Eqs.

(16), (129), and (130), or an input profile. Input profiles are stored

as piecewise linear functions connecting the data points of the profiles.

REFRCT performs the printing and plotting of the refractivity and

refractivity gradient profiles.

* R}ZI2C sets up the integration of the ray trajectory and time of

propagation differential equations given by .qs. (131) through (133).

':hen a ray crosses a boundary between t-o pieceuise linear segments of

138K~i

II * ..• ,* * .
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an input refractivity ;rofile or when a ray intersects the earth, RKJi

integates to the boundary by means of a variable step size interpola-

tion algorithm. The ray equations are then reinitialize at the boundazy

and integation continues until another boundary is crossed, repeating

the interpolation process.

RK integates the ray equations by means of a fourth order Runge-

Kutta algorithm using either an integration step size of DMX= DT, /lO,

where ":DMMT is the distance interval along the earth's surface for

printing and plotting the height gain curves, or a step size computed

by the interpolation operation in subroutine Mai.TG.

A"13S comaputes atmospheric refractivit" at the ray height and sets

up the ray equations for use in subroutine M.

SCMTT calculrtes the complex T.esnel reflection coefficient and

su_f:co :ouZness factor fo= use in Iqs. (15S), (159), and (1W7).

HI%1 7 conputes the relative field strength and power density by

means of -qs. (137) through (160) in Chapter V. The height gain is ob-

tained from field calculations at 100 overlapping "indow" or altitude
increments (of height dlv in Shapter V) bet.reen the highest and lowest

rays. Lie,-ions that axe not correctly modeled by geometric optics, such

as earth shadow regions and caustics, are omitted in the height gain

plots and represented in the printed output by asterisks (*).

PLOTT draws and labels all plot axes and prints two lines for lab-

eli,- above each plot. OCT also prints a one line banner precedin-

the plots for additional descriptive purposes (e.g., the date), and pro-
vides for scaling the nlots from their normal sizes (4;:5 inchez for '4

and d/h profiles plots and 10;5 inches for r-ay traces and height ,-ain

cUrves).
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A flowv diagram and program listing are given in Figs. (60) and (6.1),

with input specifications, Sample input and sample output shown in Tables
(10), (11), and (12), respectively.

START

RRa

m T

IU3RA?

RAY 
=

TRCE

Fig.~~~ 60 Cmutrprfamfowdaga
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PRO;RAM ATREF (INPUT, OUTPUTPLOT)
c
C -- THIS PR3GRAM IS A GEOMETRIC OPTICS MODEL DF WAVE PR3PAGATIOq
C--TH OUGI AN INHDMO!n=EOUS ATnOSP4ErRE HAVING A VERTICALLY
C--STR4TIFIED INDCX OF REVRA-.TION. THE -ROGRAM CALCULATES THE

C- Ofl~TIONOF WAVEFR3NT PkOPAGATtON BY SOLVING T-IE EJLER-
C--LAGRANGE EQUATIONS 3F RAYS NORMAL To INCREMSNTA. WhVEFRONT
C--SURFACES. THE RAY TRAJEZToRrES ARE THEN USED T3 -404PUTE
C--THE RE,..ATIVE EMITTER FIELD STRE4GTH OR POWER DENSITY3C--(NORMALIZED TO FREE SPACE) AS A FUN:TION OF ALTITUDE AND
C-OISTAN:-7 ALONG THE EARTH'S SURFACE. FIELDS WHIZH ARE
C--REFLE^:TEO FROM THE rARTH ARE ATTENUATED BY A FRESNE.
C--RFLECTION COEFFICIENT AND A SURFACE ROUGHNSSS rACT3R.
C--THE ELE-VATION ANGLE AND TIME OF PROPAGAkTION APE CALULATED
C--AL34G EACH RAY PATH TO DETERMINE THE DIRECTION OF TIE
C--WAVErFRONT PROPAGAT13N VEr-TOR AN) THE PHASE RELATIONsHIP
C--BETWEEN INTERFERING WAVEFRONTS cOR THE FIELD STRENGTH ANDSC--POWER 3OEMSITY COMPUTATIONS.
C

COMMON fORECOMI CRHCRXCRG,DTRJAREANOATA,C,CLC2
I ,RtHO(5I1,.PHr(5l.301,PI,'MF,CNAUT.AHS
2 ,-RQTPW,NHVNSLNRMSA8SRHiPHASETHE-TA
COMION fTWOCOM/ RAOELXAHO,ELOt5u1 JRAYEXAXAH4iXXFINAL
COM43N fTHRCOM/ NELOJPLOT~IPLA E,VX(31),JCASEr
I ,4(51,30) ,G(51,303,HN(50),N(50,*S(51,303
2 ,KSIZYSIZJPLT,XMIN,YMINvVICOVYDrv
3 *XRAX9Y44X9tRE NqRAYNPRD,4PLOT9NGRAD

4 <REF, KGRAO, KP..OT
DImENSION POL(21,TER(4)*REFMOO(Z,3)
DATA P3L/IOHH0RIzoNrAL.10HVERTI:AL/
DATA TzER10HSE-A WATER 91DHDRY GROUNDIOHAVG GROJND,iOHWNET GROUN3/
DATA RrEFNOO/1,OHFREE SPACE*I0H "30CL ,2.HEXPONENTIA,

I IOHL M03EL ,IGHIN'UT PROF9i.DHILE 400OE. /
DATA DT;Z,RACMvPr/1. 7453E-O22Z.O925E.O7,2.99E4+38,3.14I59/
041A CNFCNAUJ3/3.281,60TB.0/

C S-T Uip THlE NUMBER Or PROGRAM RUNS
READ 300,NCASE
00 200 ICASEz1,NCASE.

C
C READ AND PRINT THE INPUT DATA

RFAO 300,NPRO
READ 300,NOATA
REA0 310,l-(MN(ID).RN(ID)31,It)aiDATA)
RE40 3?GAHSvAHOAH4AX
READ 3?O.XDELTA*XFIVAL
READ 3?09ELOSI,ELDS!
READ 3209FRQPW
RSA0 3900,vNMV,9N SL, R4 S
READ 33i0,KREFPKGRAD*KRAY*KPLOT
RE-A4 335.PNREF*NGRAONRAYNPLOT
PR14T 330
PRINT 3 t 0,N CAS E ,NPRD,(RE F N Oc R1, NPRO 1)IR M= iq2r
PRIN 350,AHS,AMO,A4IAX
PRINT 3&G,9X0ELTAvXF1NAL-
PRINT 3T0.ELOSL,ELOSZ
PRIN.4T 350,FRQPWPO'6NHV),TERNSL),NRMS

Fig. 61. Program listing
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PRINT' 390vKRErFvKGRA~,I(RAV,KPLOT
PR14r !,5ONREFqNGRA3,NRAYvNPLOT

C
C CA .X.STE ZERO NEAN SEA LEVEL REFRACTIVITY IF N3T ALREADY KNOWN

UN.;- N Pz 1 0ArTA
IF CHN(!4DATAP) 8989

6 SL3P 2=(N(NOATA-I-;.I4(NOILAA)) I-4t(NOATA-j)-HNtN)ATA))
RNPEOArA+1JRN(NATA)-SLOPE*HNIIOATA)
HN( MOATrA+1) =0. 0
NTE 4P=40'IATA ,1

C
*C SIT UP INITIAL ATH03PHERIC R=FRkCTIVITY CONSTANTS

8 IF CNPRD-1) 10,15,2a
* C
*C FREE SOACE MODEL

10 ^V1:0.0
02:-0.0
SO TO 25

* C
C EXPONE4TIAL MOdEL

02: 0. 00 O436
GO TO Z5

C
C PIE:E-41SE LINEAR MIDEL

?0 Ci=N4TEMP)
C?=(AL3G(R4INTENP)) -LGR(3 /141

* C
* C SET UP INIITIAL CONDITIONS

2S CztF#*PI
NEL 3:50
^NrLO=(ELOSi-ELDS2) 'FLOAT (NELO)
ODE4OTst. fFLOAT (NELO)
OELX=C'lAUT*XDELTA/13.
EXHA=ZAUT*XFINAL
FR2=L030000.0*FRQ
PLAC',:lXMAX/DELX
TPW=*sll0o980G0.0
ICAL^%*(PLOT+NRAYNP;.Ot
lPL49^-E:IFIX (PLACE) 'I
IPLOTs'4IEF.NGRAONRAY+NPL OT
JCAS7EICASE
J0LTxV

C
C CALL ROUTINES IF THERE IS A PRI'lTOUT OR PLOT OF THE
C REFRACTIVITY PROFILE

IF IMR F) 30,30,31
30 IF IKRZFJ. 33933932
31 CALL PLOTTR

C32 CALL RTEFRCT

*C CALL ROUTINES IF THERE IS A PRIlTOUT OR PLOT OF THE
C REFRAcrivITV GRADIENT

33 JLOTx2
IF INM1~O 34934935

Fig. 61. (continued)
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34 IF (ifGRAOS 37,37,3b
35 CALL P.OTTR
36 CALL REFRCT

C
C* C-C h( THER=E ARE ANY FURTHER ALCULATIONS

3? IF (ICALC) 200,Z6O,1*0
C
C CHEr: Ir THERE IS T3 BE A PLOT OF THE RAY TRACES, IF SO,
C CALL ROUTINE TO SET UP THE PLOT AXES

'.0 IF IRYl 44#449452
42 JPLOT=3

CALL PLOTTR
44 CONTINJE

C
C SET UD A LOOP TO CALCULATE THE ALTITUDE PROFILE OF EACH RAY

03 100 I=,NLO
C

C INITIALIZE FOR INTE;RATION
CRH:AHO
CRK:O. D
!CCI-1
ELOII)= LDS1-DENOT'LOAT(ICCGI
EAR=OTOELO(I)
CRG=(CRA*CRH)/RAl'SIN(EANGI/COS(EANG)
JRAY=I

C
C CALL ROUTINE TO COHaUTE RAY TRACES AND PROPAGATION TIMES

CALL R<INTG
100 COTINUE

C
C RESET PARAMETER VALJES

DELX=12.*OELX
IPLA^E=PLACE/10,i

C
C CALL ROuTINES IF THERE IS A PRINTOUT OR PLOT OF THE
C RELATIVE FIELD STRENGTH OR RELATIVE PONER OENSItY

120 JPLOTz4
IF (NPLOT) 130,130,140

130 IF (KP.DT) 200,200,150
140 CALL PLOTTR
1SO CALL HSAIN
200 CONTINUE

C

C CALL LIBRARY ROUTINE FOR ON-LINE PLOTTING
IF (IPLOT) 220,220,210

210 CALL P..OTE
PRINT 430

220 CONTINJE
C

300 FORMAT (6151
310 FORNAT (ZF15.?7
320 FORMAT (SF1,5?
33P0 FORNAT (1H1,2X,-ATMOSPHERIC RADIO REFRACTIVITY -ONPJTATIONS-//)
340 FORMAT (2X9, NCASE=:,961

1 2X,* NPR3s*9l.f$
2 2X9, NODE 95,X,2AIO)

3S9 FORMAT (2X,- AH3z=FiO.2,K4X FEET f

Fig. 61. (continued)
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I 2X,' AH3=0,FID.2,4X,#FEET#/
2 2994 A,.4?A=vF0.294Xv*FEET*)
30FORIAT (2X,4 XDELTA=*4Fi0.2,i.X,'NAVT Ml*/
31 23C,' XFINALZ',FjO.294X,*NAUT "*

370 FOR44T (2K,' ELOSi=',F10.2#4X,w025*/
1 2,4 EL0S?=,0l.Z4X'OzG-*l

380 FDO't4T (ZK,' FRQ=',F10.2,44x, HIZ*/
I 2K,' PWf=vF0.24X,MCRSEC*/
2 Zxl# POL&I=*,5X,AI0/m3 2K,' TERRAI'd=',5XvAIC/
4 2X9 4 NRMS=*91S)

390 FOR4AT (2X#' KREF=W,16/

2 2K,' KRAf=*,I5f
3 2K,' KPLOT=*9163

400 FORMAT Q2K, NEF*,16f
I ZK,' NGRAD=', I/
2 ?X**- NRAY'.I16/
3 2XP* tPLOT=*,I6)

430 FORMAT f5X9*ENO OF FILE qN PLOTTER TAPE*)
END

4Fig. 61. (continued)
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SUSROUTINE REFRCT

C--TIS ROUTINE CALCULITES AND PLOTS THE REFRACTIVITY AND
C--REEIACTIVITY GRADIENT PROFILES
C

C04MDN fONECOPI/ CRNCRXCRG,DTRJA:ZE-A,NOA7-.',C,C1,^.2
1 ,R94(51,30),PHI (51,3G),PI,,-MF,CNAUT,ANS
I 9F lTPWNHVNSLNRNS ,ABSR4,PHASE ,THETA
COPIION fTWDCO'I/ RA,)ELX.404ELO(5i3 ,JRAYE-XNAXAH?4AKXXINAL
CONOM /TNRCOH/ WEL3,JPLOT,IPLA;EvVX(3tl9JCASE

*-I ,41(51,3O),G(51930),PH(53),RN(51),S(51,30I
2 ,XSIZ,YSIZJPLTXMINYIIN4ODIVYDIV

* 3 , KIAXYMAX,NRE. NRAY ,NPRO, 'PLOT,NGRAD
4 ,'(REF, KGRA09KPL-OT
DIMENSION x(i5c),Y(1563

C
C PRINT 4IEADING IF THERE IS A PRINTOUT

IF (JP,-T-1) 10,10,14
10 IF (KREF) 18,18.,12
12 PRINT 110

GO TO 1B
14 IF (KGIAO) 18,11,16
16 PRINT 120

C
C SET UP INITIAL CONDITIONS TO CALCUL.ATE REFRACTIVITY AND
C REFRACTIVITY GRADIENT VERSUS ALTITUDE

18IF (NPR0-1) 20,28,33
20 1D=5i

DE-LNA44AX/50.
A=AH4AXGOELH
GO TO 4.0

30 ID=NDArA
L=9
N0a
IF (NN(II-AHNAXI 35,60960

35 DELH=(AHMAX-H4t1I)/?5.
A=AM4AX+DELH

C
C SET UjP A LOOP TO PRINT AND PLOT THE FREE SPACE %ND EXPONENTIAL *ROFILES

40 CONTINJE
DO 55 Ix1,ID
A=A -DEL 4

Y(I)zA
IF (JPLDT-1) 42,42,946

C
C PRINT THE REFRACTIVITY PROFILE

42 XI:XtI)
YIV(IJ

* .IF ('(REV) 44,44,43
43 PRINT lf#0,IYIXl
44 IF (NrEF) 54954,00

C
* 46 IF (I-ID) 47954054

Fig. 61. (continued)
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47 i~1Of(X(I)-XCI+I1

IF (KGRAD) 4.9,4.9,48
t.8 PRP1(T 14CTvYl9Xi
49 IF CNGR401 54,5d.,50

CIC PLOT T4_r REFR4CTIvrTY AND REFRA 'TivITY GRADIENT PROFILES
50 X1=XI/XDIV

iyt1(I YBIV

IF (1-1) 52,52953
52 CALL P..OT (XitYI,3)
53 CALL PLOT (Xi,Yi,2)

CALL P-OT MX±Y2,2)
54 CONTIN~jr
55 CO'4TrNJZ

C
C SET UP A LOOP TO PRINT AND PLOT THE PIECE-WISE LINE4R PROFILES

56 L=10
60 LPO0

o3 T5 11,NDATA
- . IF (HNII)-AHMAX) 61,61,74

61 L=L*1
LP=LPi.

X(Ll=RI(IJ
V(Ll=HVMI

* IF CJP.-DT-l) 6296295

* C PRI'IT THE REFRACTIVITY PROFILE
62 XlzX(L)

YI=Y(L)
IF ('(R!-) 64,64,63

63 PRINT 14t3,Lv,1,X1
64. IF IMR F) 74,74,70

C
C PRINIT THE REFRACTIVrTY GRADIENT PROFILE

65 IF (I-NDATA) 67966,56
66 IF IMPRO-1) 67,67,74

IF (KGRADI 69,69,68
68 PRINT 1409,NV1,XI
69 IF 1INGRAD) 74,74,70

C
C PLOT 7E REFRACTIVITY AND PEFRA:TIVITY GRADIENT PROrILES

T0 X1=XI/KDIV
VIVIN)I/YDIV

IF (LP-1) 72,72,73
72 CALL P-OT XiYL,31
73 CALL PLOT (X1,Yi*23

CALL P.OT (XJYZ*2)
74 CONTINJE
75 CONTINUEiZ

Fig. 61. (continued)
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CPosrTt3N THE PEN4 IF THiERE HAS BEEN A PLOT

SC IF (JP..OT-1) 90994j3Z
90 IF (WzJ 96969
92 IF (NGRAD) 96v96v94
94. CALL P'.OT (0.0,0.0,3)

CALL P..OT (.,3.,
CALL P'.0T fG.C,2.0,-3)

*96 CONIINJE
RETURN

C
*110 FO NAT (/.'/23X,OREPFt&CTIVITY PRFL~l0,1,X

1*ALTITJlE#,8X,9REFRCTVITYf2,#(FT),11X,*(N-UNIS)v)
120 FOIAT (///l8X,-REFiACTIVITY GRADIEN4T PROF.ILE',IrJX,-I-,8X,

14FALTrTJDEO,7X,*PREFR GRDET/2X Fl,9,(-NISKT-
S15.0 FORIAT (8X913,2(6W,10*2))

END

Fig. 61. (continued)



---------RSu: RUTINE: SEITS U2 THE INTEGRTION OF THE RAY TRAJECT3RY

C-AND TMI- OF PROAGATION EQUATIONS FOR EACH RAY. WHE4E A RAY
C----.SSE3 A BOUNDARY 3ETWE M THE 2IEC-MISE LINEAR SEIMENTS
C-OF THE 4EFRAC^TIVITY PROFILE OR THE 9OUNDA-f AT THE !ARTdlS
V-'----SURFACE, THE RAY EQJATIONS ARE INTEGRATED TO TH~ BOUNDARY
9------sv HEA'4S OF A VARIA3LE STEP SIZE INTERPOLATION ALGORITHM.
C--THE RAY EQUATIONS ARE THEN RE-IIITIALIZED AT THE BOUNDARY
C---Am:) INTEGRATED TO TIE NEXT BOUN3ARY, WHERE THE INTERPOLATION
C--IS REPEATED.
C

COMMON /ONECOhI/ CRH,CRX9,RGOTRJAREA,NOATACC1,C 2
I ,kHO(51,3O),PHr(51,3O0 ,PI,ZMF,:NAUTAHS
z ,074Q, TPWNH'INSLI4VIS .ABSR-i,P4ASE,THETA
COMON /TWOCOM/ RA,)ELX,AHO,ELO(51) ,JRAY,EXMAXAHMAXVXINAL
COMMION /THRCOM/ NEL3,JPLOT,IPLA -E,VX(30),J:ASE

2 ,XSIZ,YSIZ,JPLT,XMIN,YMIN,2C01VyOIV
3 v XNAX 9YMAX 9NRE--vNRA YqNPRO.14PLOT9 NGRAD
I' 9<REFICGRA09KP-OT
OIKE'ISION 'IIT(01,3ELXX(5),PiNT(1)
DATA OELXX,NEQ/1000D.,1000.100,1..0. ,Z

C SET JP INITIAL CONDITIONS
63 10 1=1,10
PI'4T(Il=3O.0

10 YP4T(1V.9

RHI4AS=L.
STPX=GDELX
VX(L) =CRX
HJRqAYtL )= CRH
S(JRAVL) =ATAN((CRGO"tA/(RA.CRH) I
G(JRZAYL)=PINT (11

* R43(J.RY9L3RHMAG
PHI (JRAYL)=ANGLE
TIT £11 CRH

.YI'T(Z)=CRG

VALG=YINT(?)
VSTE-MP=PINT(2.)
VHE!NP=YINT (1)
VXTE4P=:RX
ICODE=3
II =0

C
C CHIECK IF A RAY TRACE IS TO BE HIDE

IF INRY) 149149,11
C
C TEST F3R'MAXIPWUM ALTITUDE

11 IF (CRI-AHNAX) 12,12,13
C
C MAXIMU4 ALTITUDE NOT EXCEEDED. POSITION PEN AT EMITTER COORDINATES

*12 X=0.0*
Y=cqgVYDIV
CALL P'.OT (x,,YICooE-i

Fig. 61. (continued)



ICOD-=2

uj GO TO 14

C NAXI4U4 ALTITIDE EX:EEDED. POSITION PEN AT UPPER LE7T HAND GRAP4 OR-7R
13 X=O.O

Y=AH4AXlYDIV
CALL P'.OT (XY,V,^ID

14 IF (JRAY-1) 15,15,22

C FIND WI1CH LAYER THE EMITTER IS IN

15 CONTINUE
DO z I:ItNOATA"
IF ( .R-HN(I)) 20,22,16

16 JAREA=r
Jx4TR=I
GO TO 25

20 CONTINUE

GO T3 ?5
22 JAREA=JXHTR
25 CONTrNJE

C
C SET UP A LOOP FOR 14TEGRATION Or THE ARRAYS -YIV T AND "PINT-

DO 200 1=2,IbLACE

CC CALL ROUTINE TO INTEGRATE "TINT' AND -PINT-

CALL R( (NEQ,CRXSTPX,YINT,PINTO
C
C CHE K 4HI:H LAYER TIE RAY IS IN

100 KAR A=JAREA

DO 120 J=I*NDATA
IF (YI4T(1)-H4(JI) L209120,110

110 KAIEA=J
GO TO 125

120 CONTINUE
C
C SET UP LAYER IF RAY HAS INTERSE;TED EARTH'S SURFACE

IF (YINT(1)-AHS) 122,122,125
122 KAREA:4OATA*
125 CONTINUE

C
C CHE:K 4HICH LAYER BOUNDARY, IF ANY, HAS BEEN CROSSE3 FIRST

IF (JAREA-KAREA) 140D145,130

C AN UPP-R BOUNDARY HAS BEEN CROSSED

130 BN3RY='N(JAREA-1)
KAkEA:JAREA-1
GO TO 160

C
r. A L0WER BOUNDARY HAS BEEN CROSSED

140 SNDRY=4N(JAREA)
KAtEA=JAREA '
GO TO 1SO

C

C NO BOUNDARY HAS BEEN CROSSED. STORE ARRAY VALUES EiERY
C TENTH INTEGRATION STEP

1.5 IF (M1-10) 14891469146

Fig. 61. (continued)
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1.6 lIsO

VX(LR =- I
H(JRAY.L)=YIN4T (l
SOjRAY, Ll=ATAN(YINT(2)*ctA, (RA+YINT (1)))
GtJqAYLl=PINT (1)
RHO(JRY,L) =Y.NAG
PHI1(JR& V. U ANGLE

148 VALG=Y4Tt?)
VXTEMP:CRX
VHT.EMP=YINT (1)
VGTEMP=PINT (1)
STPX=07E.X

C
C CHE~CK 17 A RAY TRAC=E IS TO BE MADE

IF (NM.AY) 2GOO,S15
C
C A RAY TRACE IS TO BE MADE. CHE:K FOR MAXIMUM AL.TITJOE

152 IF (YI1T(11-AHMAX) 154,154,156
C
C MAXIMU4 ALT*ITUDE NOT EX-CEEDED. CALL ROUTINE TO PLOT THE RAY

154 X=RX/XDIV
Y~fINT(1)/YOIV
CALL 0..OT (X*Y$ICOD=-)

GO To ISO
C
C MAXIMUl ALTITUDE EX,'EEDEO. TURN OFF PLOTTER

156 ICDOE=3
7%- 158 IF (JAREA-KAREA) 1739200sI70

C
* . C T4E LAYER BOUNDARY -lAS BEEN FOUND* SET UP FOR LINEAR INTERPOLTION4SH1

160 OXT3T=I.
HTEMP=VINT (1)
CRX=VXTEMP
YINT(1)=VHTEKP
YINT(?)=VA LG
PINT(1 )=VGTEPP

C
C SET UP VARIABLE INTEGRATION STE3 SIZE AND INTERPOLATE TO T14E BO'JMOAlY

00 165 1JK=1*5
XXz-V!I4T(21 IYINT(3)
XYZHKICX'XX-2. (YiNr(1)-BNDRY)/VINT(3)
IF(XYC4.LT.0.) XYCIK=C.
YY=SQRT (KYCIC
CHSX=X%+YY
IF (XX.GT.YY) CI4QXsXX-YY
IF (!J<.GT.4) CHGX=(BNORY-YINTM1))YINT(2)
SD= STPX-OXTOT
IF ((CIfX.LE.0.3.OR.CCHGX.GE.SD - ) CHGX=
1 (STPX-DXTOT)*(BNDRY-YINTIL)I/(HTENP-YrNT(1))
CKZCX -OELXX(IJI
IF (CM;X*LE.G.l GO rO 165

*C CAkLL ROUTINE TO INTEGRATE TO THuE BOUNDARY

CALL R< (NEQ,CRX,CHGX,YINT,PINTiKX3cXTTZG
Fig. 61. (continued)
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165 CONTINUE
C
C C4:K IF A RAY TRACE IS TO BE MADE

IF INRAY-1) 170l,12,LS2

C
C C=E:< IF RAY HAS INTERSErTEO EAITHIS SURFACE

170 IF iAlEA-(NOATA+l)) 190,150,183

C
C RAY HAS CROSSED ZER3 ALTITUDE BOUNDARY. FIND IN;IOENT GRAZING AlGLE

160 THETA=8S(ATAN(YINT(2)))
C
C CALL ROUTINE TO CALCULATE COMPLEX SCATTERING COEFFICIENT

CALL SZATT
C

C SET UP ;OfPLEX SCATTERINS COEFFICIENT

RHMAG'IHHAGABSRH
ANGLE=ANGLE+PHASE

C
C ADOD HUTIPATH RAY

00 185 LL=2,I0

185 YINT(LL):-YINT(LL)
KAREA:NDATA

C
C SET UP TO INTEGRATE FROM THE BOJN0ARY TO THE NEXT ")ELX"

190 JAREA:<AREA
VXTEAP=C:RX
VNTEP:YINT(1)

VAL$:YINT(2)
VGTENP=PINT(1)
STPXmSTPX-DXTOT

C
C CALL ROUTINE TO INTEGRATE FROM THE BOUNDARY TO THE NEXT "DELX"

CALL R< INEQ,.RXvST2X,YINTPrNT
C
C CHE:K FOR MORE BOUN3ARY :ROSSIN;S

GO TO 1V0

200 CONTINJE
C
C TURN Oz 'THE PLOTTER IF THERE IS A RAY TRACE PL3T

ICODE:3
IF (HRAY) 233*230*2L0

210 CALL P.OT (XYICOOE)
C
C CHECK IF THIS IS A PLOT OF THE LAST RAY. IF SO,

C POSITION THE PEN FOI THE NEXT PLOT.

IF (JR4Y-NELO) 230,220,220
220 CALL PLOT (G.0,0.0,3l

CALL POT (16.0,-30.0,-3)

CALL PLOT (0.O,Z.0,3)
230 CONTINUE

RETURN

END

Fig. 61. (continued)
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SUBROUTIRE RK (4,XNqHYqD)

C -- THIS R~JTINE INTEGRATSS THE RAY TRAJE:TORY AND TIME OF
C -- PR3PkGl'TION OIFFERE4TIAL EQUATIONS BY MEANS OF 4 FOURTH
C- OP7C4 kUNGE-KUTTA A-GORIT4H US14G AN INTEGRATIO4 STEP

C---SIZE Or H = XOELTA/10, WHERE X DELTA IS THE- OIST4N!,E INTERVAL
C--AL3NG TrIE EARTHOS SJRFACE FOR PkINTING AND PLOTrING THE
C-HEIGHT GAIN CURVES, OR H z CHGX W4ERE CHGX IS A VARIABLE
C--STEP SIZE SET BY THE- INTERPOLATION ALGORITHM IN
C--SUSR3UTINE RICINTG.
C

DIMENSION Y(1O).,P(]) ,YO3T (1O),POOT(10),Q(1094dR(±O,4)
l1Y4(c1DIPNtlOJ

C
C SET UP INITIAL CONDITIONS

00 5 I=1,N
Y4(Il=Y(Iv

5 PNfI)=2(X)
C
C S=T UP A LOOP TO INTEGRATE THE 3IFFERENTIAL EQUTI04S

0060 1,194
C
C CALL ROUTINE TO SET UP THE DIFFERENTIAL EQUATIO04S

CALL ATHOS (YPpYOOTPOOT)
C

* .. C INTEGRATE THE OIFFERENT14L EQUATIONS
GO TO 410920,30940)vL

10 00 LS <:1,N
Q(KoL)=4*VOT(Kl

* 15 Y(3)xY4(K).Q(K*L)/2.

PCI)xPVWjIR(1,Ll/2.
X=XN4H/2.
GO TO SC

20 00 25 <=1,N
Q(KtLlJ =4*YV OT( Cl

25 Y(Kl=Y*4(Kl+Q(Kv0/~2.
R(iL) N'POOT 11)
Pt12=Pl(1)*R(i*Llf2.
XzXN*H/2.
GO TO 50

30 03 35 X219N
Q(K,Llr.I'YOOT(K)

35 T (K J V ( K)-+Q (K 9L0
R(19L)*H'PDOT(13

60 TO 5
L.A 00 45 Xz1,N

QI'CLluH*YDT tKl

XNWX'4+4
5O CONTINUE
60 CONTINUE

Fig. 61. (continued)
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C CALL ROUTINE TO FIN3 THE VALUES OF THE DIFFERENTIAL EQUATIONS
C AT THE END OF THE IlTEGRATrON STEP

CALL ATOS (YPYDOTvPD3T)
C
C STORT TIE NEW DERIVATIVE OF THE RAY SLOPE

YC3);Y)OT(2)
RETURN
ENO

Fig. 61. (continued)
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SU3ROUTINE LIMOS (Y*PYDOT.POOT)
C
C--THIS R3UTINE COMPUTES ATMOSPHERIC REFRACTIVITY AT TqE
C- RAY ALTITUDE AND SETS UP THE RAY DIFFERENTIAL E2UATrONS
C

COMMON /ONECOM/ CRH*CRXCRGDTR,JAREA*NDATA ' C,CL,C2
1 ,IHOI51930)*PHI(51,30),01,:Mvo'.NAUT944S
e , :R0, PMNHvNSLNR4S ,A3SR4, PHASE-, THE-TA

COMMON /TWOCOM/ RA,.)ELXAHO,ELO(51),JRAY,'EXMAX,AHMAKXFINAL
COMMON fTHRCON/ NEL3,JPLOTIPLAZE9VXf301,JCASE

I ,4C52.,301 ,G(5,303.HN I50).R(50),St51, 30)
2 ,KsizysIz,JPLrXNIN,YMlNKOrv,(oiv
3 ,XMAX.VMAXNREtNRAYNPRO'lPLOTNSR.AD

(RlEF, KGRAO9KPLOT
DIMENSION Y9101,P(13JYD3T(l0),*OOT(i0)

C
C SET UP INITIAL CONDITIONS

CH=Y(1)

C
C ES 31TE PV(IAT TMSIEI MODEL

IF ND-I#EF1910923 F9.0-g 10

C
C FRE TSPCE S STPONATIALIMD ELEC H PR~IT OE

C

C ALTITU3-- IS ABOVE TH4E HIGHEST RrFRACTIVITY PROFILE 3ATB. POINT.
C USE AN ;EEPONENTIAL 1IODEL WHICH :ITS THE DATA

50 Es1SK(CCH
DLNDHm-C?'REF8'1.oDE-96/(REFR'i.OE-06 + 1.03
GO TO 1;0

C
C ALTITU3E IS BELOW THE HIGHEST REFRACTIVITY PROFILE )ATA POINT.
C USE A MiECE-WISE LINEAR MODEL

60 SLOPE=(RN(JAREA-)-N(JAREA)/IN(JAREA-1)-HN(JAR-A3)I
BzlNt4JAEA)-SLOPE*HV(JARETAI

C
C COMPUTE REFRACTIVITY FOR THE PIE-CE-WISE LINEAR IODE..

80 REFR=SLOPE*CH + 8
OLNH(SLOPE'.E-05)/(IREFR'1.0OE-06 + 1.0)

C
C COMPUTE THE DERIVATIVES FOR RAY .TRACES

100 lt43w=A+:H
YD3T()=RAD't2.0'(R4'CGIRAD)'*2+

I. 3NHROf4*GRD 4lF L02 +1.01fRA'P2

YD3T(13zCG
C.
C *COMPUTEr THE DERIVATIVE FOR TIME OF PROPAGATION

lPD3T(I, :RAD*(REFR1.CE-0641.0)
1'SORT (1.*0.tRA'CG/RAD)*23 /(C*RAI

RETURN

END

Fig. 61. (continued)
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SUBROUTINE SCATY

C----THIS R3UTINE CALCULATES THE CO"DLEX SPECULAR SCATTERING
C --- CODVI;IEN7 FOR WAVrFRONT REFLE,'TrON FRO I StIOOT4 OR ROU;H
C C--- L4N 440 SEA SURFACrS
C

CONMON /ONECOM/ CRHCRXC RGDTRJARErA,NDATA,CCIC2

2 ,O,'GTPWNVNSLNRSA9SRI,PHASr,THETA
DINEsmO EPS(3.2),SIGH'd3,Z),D--LHSL(992)
RE~AL NtqNR

DATA

DATA

1. 0. 9. ,30. ,56.s112., 214. ,429. , 28. , 2146./
C
C -SET UP INIT-IAL CONDITIONS

IF (IC) 149±0*5l
10 1CM1

JJ=NlkS,1
* IF CNS?-1I 12912,30

12 KKZI
IF (FR2-15OGOOVA00G.) 14916,16

14 11=1
60 TO 4.0

16 IF WF -5000000000.J 18,20,20l
18 1122

so To 460
20 11=3

60 TO 430
30 KKs2

I1=NSL-1
C
C CAL^ULTE THE CDNPLE-X DIELECTRI; CONSTANT

40 ER.=E-PS(II9KK)
EI=60.O*SIGHiA (IIKK)#C/V^.9P9FRQI
A:S2RT (ER#251*2)
ALPMAWAAN2 (I-ER)
OELTAN:OrELHSL (JJKKl

C
C CHECK AHICH POLARIZATION IS SE14G USED

50 IF (MIEV-11 60,60,70

C; NDIIZONTAL POLArZATION
60 NR=SIN(CTHETA -S:ZRT(A)'COS (ALPHAf2.)

N~xSQRT(A)*SIN(ALPHA/2.1
Dft.srN(TNETA)+SQRT(AJ4COS (ALPHAf2.)
DIxSQRT(AISIN(ALPA/2.1

GIz(wRDINI*DRl/(01**2,DI*W2)
GO TO-50

C
C VERTICL POLARIZAT13N

70 NR=SQRT(AJCOS(ALPH/2.)'SIN(THETA)-l.0
NIzS2RIA)SIN(ALDHA/2.I 'SXN(TI4 TA)
ORzSQIRT(A)*COS(ALP$fA/2.d'SIN(TH--TA)+.1.
DIuStQRT(A)'SIN(ALPHA/2.)'srN(TH--TAI

Fig. 61. (continued)
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OR: fMRvDR*NrO!3 /O4**2+DO*21

C
C CALCULTE THE COMPLrX FRESNEL REFLECTION COEFFI:IENT

80 485 H=SaRT(GRW*2.GI#*2J
PIIAS-3=ITAN2 (-GZGRl

C
C CALC'JLITE THS TOTAL SPECULAR REFLECTION COEFFICIENT

A9SRIIABSRH*EXPt-0.5* (4. C*PI*DELTAHsIN (THETA) *FRQ/:)*"Z)
RET URN
ENO

Fig. 61. (continued)
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SUB9tOUTINE HGAIN

C--THIS ROUTINE COSPUT7S R7L4TIVE IELD STRENGTH AN4O P3WER
C----OENSITY (NORMALIZED TO F' EF SPAZE VALUES). HEI;I4T 3AINS
C--AR- 3BTAINED FROM CLCULkTIONS %T 100 "WINDOWS- OR %LTITUOE
C--IN^,REMENTS EXTENOINS VERTICALLY BETWEEN THE HIGiEST AND
C ----- LOWEST RAYS.
C

COMMON IONECOM/ CRH.CRXCRGOTR, JAREANDATACC1,CZ
I , tHo(51,3fl).PHI(51,30),PIt,:FCNAUTAHS
2 ,w~RQTPUNHVNSLNRMS,ASSRH,9PHASE,'THETA
COM'4ON /TWOCO~f RAJELXAHD,.ELO(51) ,JRAYEXMAXA.NMAX#XFINAL
COMHOR ITHRCOM/ NELO,9JPLOTIPLA.EVX(30),JCASE

2 ,KSIZYSIZ,JPLTXMINYMINEOIP,YDIV
.3 ,XHAX,.YMAXNREFNRAYNPRO,'4PLOTN4GRAD

4 9 ,K R F ,KG RAO0, KP.O0T
DIMENSION L(51),TDIrF(303,ESIG(30IPSC(35)

1.TSIG(30) ,ESIGT(30).PSCT(30),TSIGT(30)
* DATA ZDIV/40.O/

C SET UP INITIAL CONDITIONS

Xt4DELX/XDIV

Yt=AHN9XYOIV

C
C SET UP A LOOP TO CALCULATE RELATIVE FIELD STRENSTH 3R
C POWER OE'SIT AT EA.'H INCREMENT OF OISTAN:E

DO 1000 I=2,IPLACE
MLOzANIAX
U=VX (I)f~RA

C
C FIND HIGHEST AND L04EST RAYS

00 100 I=1,t4ELO

IF ('LOEQ.H(I*Kll IRAzI
100 CONTINUE

IHIzAMIN1(H (1 ,ICJ AI4AXl
morFF=4141-HLO
MTBzADSf(i1Kl-H(2ICI)

C
C EXIT IF ALL RAYS EQUAL OR EXCEED THE MAXIMUM ALTITU3E

IF IHL'J-AMMAX) 200,1100,1100

*C SET UP WINDOW SIZE AND WINDOW P3SITIONS TO EXCLUDE THE
C HIGHEST AND LOWEST iAYS

200 WTNOOW=IOIFFf9S.
HON41-WINOOW/iD.
NFIWALzu4L04wIND0W/10.
RWP=HNOW-HFINAL

C
C FIN) TWE ALTITUDE 14CREMENT FOR EACH NEW WINDOW POSITION

DHsRWP/FLOATlNP)
HNO~mzHWW.H

C

Fig. 61. (continued)
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C SIFT UP A LOOP TO POSITION THE WINDOW EVERY -0H FEET IN ALTITUDET
03 900 J=1,NP
HNOII=MHON-OH

CIC CAL:ULATE THE UPPER ANGLTE LIMIT SUBTENDED BY TNT- W14DOW INC FREE SPACE
* R2zRAe.INOW

DSQ=11*2 + '2*42 - 2.0wR1'D2*C3SfU)
EI=A:OS((OSQ + (Rl*TAN(Ull**2 - (R1/COSfUl-R2)*w2)
1f(2.0*'TAN(U)*SQRT (OSQ)I I
IF (Ri/^.OS(U).GT.R2) El=-Ei

C
C CALCULATE THE LOWER ANGLE LIMIT SUBTENDED BY THE- W14DOW IN
C FREE SPACE

t2=RA.4NOW-WINDOW
OSQ=RIA2 +. R2*42 - 2.0*R1'R2*C3S(U)
E?=ACO5((DSQ + (RI.*TAN(UI'I**2 - (Ri/C3S(Ul-R2['w2)
1ft2.0wRI'TAt4CU)*sQRrcosoII
IF (R1f.OS(U).GT.R2) E2z-T2
EDIFF=32RT (ABS E1-EZ /DTRl

C
C CALCULATE THE ELEVATION ANGLE 0z THE EMITTER AT THE WINEDOW

R1=RA,4N0W-WINDOW/2.

OS2=R1i*2 + 'R2*'2 - 2.0*R1'R2*C3S(UI
AD=ACDS((DSQ + Rl*TAN())*2 - (Rl/COS(U)-R23'*21

IF (Rtof:OS(Ul*GT.R2l AO=-A0
C
C SET UP THE WINDOW ALTITUDE PLUS ITS UPPER AND L.dWE-R BOUNDARIES

HU2=Hm43W
HH=HlOW-WINDOW/2.
HDN=HNOIW-WI NDO

C
C SET UP :ONTROL INTEaERS FOR EACH4 RAY

DO 220 1=19NELO
IF (H(I,K).GT.HUP) 30 TO 210
IF (H(IK).LT.MDN) ;0 TO 215
L(11=2
GO TO 220

* 210 Lmz)3
6O TO 220

215 L(I)=1
220 CORTINJE

C
C SET UP INITIAL CONDITIONS

JSLOPEzC
JREVO
JST ART m
JSTOP=0
LC=O
T4AXz0.0.
KTO T= 0
NELzNE'.-1
00 222 IFS=1,2
TDIFF(IFSI=0.0

I Fig. 61. (continued)
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222 ESIGlI9S)=O.G
IF (L(l).NE.21 GO T3 225

C
C INITIAL CONDITIONS IF FIRST RAY IS INSIDE THE WINOOd

JSTART=l
LC=l
Jtmi

225 CONTINJE
C
C SET UP A LOOP WHICH SCANS RAY HEIGHT VERSUS ELEVATION ANGLE

00 600 I:1,fEL
236 JLAST=JSLOPE

JC=IABS(L(I)-L(I+1))
IF tL(I)-L(I+1)) 26a,400,240

C
C - NORMAL RAY ORDER
240 JSLOPE=1

IF (JLAST.EQ2) GO TO 310
GO TO ?70

C
C INVERTED RAY ORDER
260 JSLOPE=?

IF (JLST.EQ.11 GO'TO 310
C
C CHrCK IF NEXT RAY IS THE LOWEST

270 IF (1IG-IRA) 280,272,280
C
C NEXT R ¥ IS THE LOWrST. CHECK IF IT HAS BEEN R:FLE:TrO FROM THE EART4

272 IF (RH3(IRAK)-l.0) 274,290,290
C
C LOWEST RAY HAS BEEN REFLECTEO. SET ITS IMAGE ALTITUDE BELOW THE EART

274 H(rtG,()=AHS-H(1I.,<)
GO TO ?90

C

C CHECK IF THIS RAY IS THE LOWEST
280 IF (I-IRA) 290,600,290

C
C EITHER ONE OR TWO WINDOW LIMIT 'ROSSINGS

290 IF (JC-1) 300,30030
C
C ONE WINDOW LIMIT CROSSING

300 LC:LC*1
IF (LC-1) 340,340,35C

C
C RAY OR)ER REVERAL O:CURS. CHECK IF RAY BUNDLE EXISTS INSIDE W14O23

310 IF (JC-l) 320,320,230

C CHECK IF RAY REVERSAL OCCURS INSIDE OR OUTSIDE THE WINDOW
320. IF ILC) 230,230,330

C
C RAY OR)ER REVERSAL OCCURS WITHiN THE WINDOW

330 JZz1
JR-V21
SO TO 440

c
C FIRST WINOOW LIMIT ^ROSSING

340 Jlzt+t

I
' Fig. 61, (continued)
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J2=I1
IF lI.E--Q.MEL.AND.LPIELO).EQ.21 ;0 TO 4.20
GO TO 500

C
*C SEZOND WINDOW CROSSING
*360 J2=1
* GO TO 440

C
C BOTH WINDOW LIMITS ;ROSSEO. CHECK FOR NEARBY CAUSTICS

380 IF tABs(H(IKl-H(I.2,K))-5.0'HT3) 39093909560

C BOTH WINDOW LIMITS :ROSSEO. NO CAUSTIC HAS BEEN FOUND

GO TO 440
C
c No wrND3W LIMIT CROSSINGS

400 IF (I.TQ.NEL.AND.L(NELO).EQ.21 ;O TO 420
GO TO 300

C LAST RAY IS INSIDE 4INOOW

40I JSTPLATi40,648
C

C NORMtAL RAY ORDER. :ALCULATE THE UPPER AND LOWER AN;LES
C SUBTENOED BY THE WIX4OOW.

460 EU'EzLD(Jj)
EON=ELO(J2)
IF tJSTART.EQ.0) EUz'=

IEL31J1-I-l-(ELO CJi-11-EL3 Wl)) (H (J1-19K)-HUP)/i (J1-19K) -H (Jig K))
IF tjsI'3P.EQ.fJ.AND.JREV.EQ.0 E)Nz

1ELO(J2I-(ELO(J2)-EL3(J2+0)'(H(J2K)-HH)f(H(J2K)-4(J2+iK0
E=S2RT (EUP-ED4)
PS^kT=2I(JZ,'C)
RSCAT= RHO (J2, K)
GO TO 500

C
C INVzRT7ED RAY ORDER. CALCULATE THE UPOER AND LOWER %NGL=ES
C SUSTENIED BY THE WI4DOW.

480 EDNzrL3(JI)
EUP=iL' (J2)
IF (JSTART.EQ.Cl ED4=

IF EJST3P.EQ.0.ANO.JRE-V.EQ.01 EUP=
IELO(J2)-(ELO(J2J-EL3(JG1))(4HJ2,K)-HUP/(H(J2K)-4CJ2G1,oK))
Ew3QRT (EDN-EUPl
PS=AT='HMI(J1,K)
PSCAT: RHO (4 1,

* C

C SET UP INITIAL :ONDITIONS TO CALCULATE MEAN ELEVAT13N ANGLE
C A14D MEAN TIME OF ARRIVAL

500 KTOT=KTOT4i
JA~jl

Fir-. 61 (continued)



JB=J2
JCOUNT:0
IF (JI-J2) 52095209510

S10 JA=J2
JB=J1

C
C CALC:UL&TE MEAN ELFI'ATION ANGLE AND TIME OF ARRIVAL FOR FACH
C WAVEFRONT

520 SNrW~v.O
TNEU DC.C
0D 54.0 JAB=JAJ5
J COUNT J CO UNT +1
SNEW=SlEWGS (JABKl

540 TNEW=T4~EW+G(JAB*K)
ALH-4~ LA (JC3UNT)
731 GT((TOT)=TNE U/FL3AT (JCOUNT)

C
C CAL:UL4TE A NGLE INCREMENT OF EA:H WAVEFRONT

E SIGT ( KTO0T I =E *R SC AT *COS (A 0) fC OS (A LPH)
PSCT (KTOT) =PSC4T

C
C RESET INITIAL OONDITIONS TO CONTINUE SCAN OF HEIGHT VS ANGLE

560 H9IRA,C)=ABS(H(IRA9)
LC=O
JR.,V~o
JSTART=8

COO0 CONTINJE
C
C C HEC.K IF WINDOW IS IN A SHADOW REGION RESULTING FROM A CAUSTIC

IF (KTDT) 780,780,610IC WINDOW IS NOT IN A SHADOW REGIO4. OUT WAVEFRONTS 1~4 ORDER
C Oc THEIR TINES-OF-AIRIVAL

610 CONTINJE
00 660 IS=1,KTOT
TNIN=13.0
DO 650 IR=1,KTOT
TMIN=AIN1 (TMINTSI;T (IRI 3
IF (TMr4.EQ*TSIGT(IRII IMrNzIR

650 COITINJE
TSIS(ISi=TSIGT(IHIN)
ESIGIIS)=ESIGT(I"NI
PS:; (IS) =PSC T(IMINJ
TsrGT(IIIN)=20.0

660 CONTINJE
C
C CHECK IF MORE THAN ONE WAVEFRONT IS PRESENT IN THE 41NDOW

IF (KT3T.EQ.1) GO T3 700
C
C CALCULATE TIME DIFFERENCE OF ARRIVAL (T.O.O.A.) BETWEEN WAVEFR04TS

Do 67a riT2,KTOT
T01FF (IT)=TSIG(IT)-TSIG(1)

C670 TMAX=A41AK1(TMAXTDI:F(Ir3,

C SET UP A LOOP TO CALCULATZ TOTAL FIELD STRENGTH OR DOWER
C ng~srTY IF WAVEFRONTS OVERLAP 1'4 TIME

700 ESUMR9 0.0

FiK. 61. (continued)



E DO 720 IFI=1,KTOT
IF (TorFFfIFr).GT.T3W) GO TO 711
ESUMI=SUR+ESIG(IFICOS(PS(II)+2.GOPT'FROOT)IFF(IFIIJ
ESUNI1= -SUMI4ESIGCIFI)'SIN(PSC(IzI)42.O'PI'FitQ*T)IFF(IF1))

710 CONTINUE
720 CO4TINUE

ESU4-=SlRT (ESUMRw*2+ESUMIw*ZJ
CpC CHECK IF FIELD STRE4GTH OR POWEI 07-NSITY IS TO BE :3MPUTED

IF (NP.-DT-1) 730,743,760
730 IF (KPLOT-1) 74+097409760

C
C CALCULATE RELATIVE FIELD STRENGTH OF EAICH WAVEFRtONT

I.740 CONTINJE
DO 750 IFS=1,KTOT

750 EsIG(l S)=1C.'ALOGI0(ESIG(IFSI/EO-IFF)
C
C CALCULATE TOTAL RELATIVE FIELD STRENGTH

SPviO. &LOG~i (ESUIEIFF)
60 TO BOO

C
C CALCULATE RELATIVE POWER DENSITY OF EACH WAVEFRt3NT
760 CONTINJE

D0 770 IFS=I,KTOT
yC sGiS=6*LGI(SGIS/-IF
77C SGIS=0$LG0EI(F)EIF

C CALU'LITE TOTAL RELATIVE POWER 3ENSITY
*1 SPz2O.*ALDGi0 (ESU?1/7DIFr3

GO TO 500
SE IL TEGHADPHR EST O HDWRGO

76 SET -1CO SRNT ADPWR EST FRASA0WRGO
780SI=lGI1)-1000

ESIGC2) z-10GO.0O.0
C SG2 -IGJ.

C PRT ADNANRAHEGT TIISANWITNE
60 PI N~ r NGO TOD RA8 EGT2I0HSI NW3SAC
80 I XN&UTVX()/CGATO

IF (KPLX -K) 61681281'
12PINT 1200,Xi)616312U1

GO2 PIT 516,XA
81 O RNTO 121,XA

81C RN Li9NU
C SIINTEPNA RATHNEORIAEAEIFTEEIAP.O

61 PI 13 (.THE 820,820 WTH,318DIAE XS FTHR I P
86 CAL NPLO- T) 820,.20-31

88CALL PLOT (XN.0,YS,33
CALL PLOT (G.09VN,21
CALL P..OT 10.0,0.0,3)
CA20 CO 0T 0.0NJ93

sC cmrj-
C* PITTERLTV IL TEGHO OE EST N
C TIN DIFERENATIES FAIALSRNTORPWRESIYA.

C IME DIFFEENCE OF6ARRIVAL
82PINTK'-T 82269526022 - IESG1),fAXTDFt2,K~

IF IKTOT-i) 826,826,824

Fig. 61 (continued)



824 POINT 1230,((ESIGCIFS),TOIFF(IFS)),IFS=3,KTOT)

C SET PARAMETERS IF TH4ERE IS A PL3T
$ 26 IF tNP'DT) 90099009550

*850 Y=HH/Y31V

IF (J-1)I 854,854,855

C SET FIRST END POINT OF PLOT
854 X=0.0

ICODE=3
CALL P-OT (X*Y,ICOOEJ

C
C CHE- K IF FIELD STREIlGTH OR POWER DENSITY IS TOO LOW FOR PLOTTIN;

855 IF (SP*15.0) 556,857,857
C
C FIELD STRENGTH OR POWER DENSITY LESS THAN -40 03. TURN OFF PLOTTER.
856 X=-15.0/ZDIV

CALL PLOT IXYICOD7EI

GO TO 358
C
C PLOT TOTAL RELATIVE FIELD STREN;TH OR POWER DENSITY
857 X=SofZOIv

ICODEZ?
CALL PLOT (XvYvICODEI1

C
ZC SET EN) POINT OF PLOT

858 IF (J-1)) 90C9S59,859
859 X=0.0

rCODE:?
IF (SP.LT.-15.03 ICODE=3
CALL PLOT lXvY9I1000E:)

900 CO4TIMUE
1000 CONTINJE

C
C POSITI3N THE PEN IF THERE HAS BEEN A OLOT
1100 IF INP*LOTI l120,112091110
1110 CALL P.7OT ffi.0.0.G,31

CALL P..0T (8.0o-30.3,-3)
CALL PL.OT M0902.09-3)

1120 CONTINUE
RETURN

C
1200 F014AT (///,1X,OPRIVTOUT OF FIELD STRENGTH AND T.O.3.A.*S AT X

1,FS.292X,'NAUTICAL lILES*9
2/I3X,'1O.*4X'HEIGIT IFT)',4X,' TOTAL FIELD (03) *.4K,
3DI1RECT FIELD (081 0,4X,*MULTIPAT4 FLO 103)*,4X,
1#*MININJM TOA (SECI%94Xs*TDOA (SEC)',p4X,'*4S*/I

1210 FORMAT (//f,lX,'PRIVTOUT OF POWER DENSITY AND T.O.O.A.'S AT KX
19FB.24K,'*NAUTICAL 4ILES*,
2I/3K,"4O.*v4X,*MEIG4T fFT)*,2X9*TOTAL POWER DENS IDB)',2X9
3'OIrtE^T POWER DENS (O0l',ZK,'HULTIPATH PWR (D3)*94X,

* . .fo*NrNIMJM TOOA (SEC,)*,4X9'TDOA (SEC)*94K,*NS*/)
1220 FORMIAT (2X,13,SX,F9.2t9X,3(F9.4,13X1,1PEI1.4,1PE-18.4,4XI2)

in 1230 FORMAT 172X,F9.4,24X,1PE18.4)
ENbD

'iE. 61. (continued)



SUBROUTINE PLOTTR

-- THIS R3UTINE SETS U? THE AXES F3R ALL PLOTS

COMMON /TWOCOMI RA,)ELXAHOELO(511 ,JRAY,=XMAX,AMMAX,XFINAL
COMMON /THRCOM/ NEL39JPLOT,TPLA:E9VX(3OG ,JCASE

2 ,KsIz,YSrz.JPLT, XMIN, YMIN,XDIVqYOIV
3 ,XMAX,YMAXNREPFNRAY,NPRO,!4PLOT,NGRAD
I. <REF,KGRAD,KP.OT

DIMENSION AHO(81 ,TT'. (8),XTL(8) ,YTL(83 ,TLE(83 ,ZT. (1)
DATA Y~iN,YsIz,SIZE/0.0,5.C0.1505/
DATA ZTL (I ) IZTL,ZSIZoZMI49 ZDIV'10H GAIN 08B) 91391 . 3

19-25.09 ,.0
C
C SET UP INITIAL CONDITIONS IF THIS IS THE FIRST *LOT

IF (JPt.T) 16910,20
10 YNAX=A-IMAX

YOIV= (YlAX-YMINl fYStZ
YOl VA=YDIV/±0GG.0
YOT=YSIZi4.0
ZDT=YSIZ+O *5
YN=Y4AXIYOTV
V 5 A S/'Y DIV
JPLT=1

C READ P..DT SCALE FACTOR AND PLOT BANNER
READ 110,SCALE
READ 120,IAHD9 (AHD(iOK=1,v7)

C
C SCA4LE THE PLOT SIZE

CALL FAZTOR (SCALE)
C
C POSITION THE PEN AN) PRINT THE PLOT BANNER

IF (JCSE-1) 15,l5,!0
15 Y A -D= ( 1O. 0- SIZE *I AH ) /2.

CALL P .OT (4.09-30.0,-3)
CALL P..OT (0.092.0,-31
CALL SY4BOL (0.0,YAAOSIZE#AHDq90.0,IAHD)I C PDSITI3N THE PEN FOI THE NEXT PL.OT
CALL P..OT 16#0,-30.0,-3)
CALL PLODT (0.0,2.O,-3)

C
C READ AXIS LABELS ANI TWO LINES JF PLOT TITLES

20 READ 120,IXTL9(XTLf<JK=iv7)
READ 120qIYTL,(YTL(<l9Kziv7)
READ j29,ITTL,(TTL(fl9K=1,7)
READ i2G,ITLE, (TLE(U)9K=i97l

C
C CH E : 4HICH PLOT THIS is

IF (JP..3T-2) 30940iS0
C
C SET JP INITIAL CONDITIONS FOR REFRACTIVITY PROFILE.1C AND GRADIENT PLOTS

30 XMAX=4)0.0

Fig. 61. (continued)
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6O TD 50
40 X'IAX=100.0

XmNN-300. 0
50 xsIZ=4. 0

XDIV=CXKIAX-Xt1IN) 9XSIZ
XOIVA=KFINA/XI
GO TOIZ TO

C
C SST UP INALETR CONDXIS LO AYLSACE FLOT TITEG

60 XMrLXszsXE'ITL/

XTLE=lOI-SZ'ILO 2

C
C PRIT UPPAE TR 3 AXSLB SAN PLOT TITLES

7O CL IO(XTTL=(XTZETLZ.0ITTL,
CAL z(SZ-SL (XTLPTSZETL,.0ITE

C;
C DRAW THE0 RAEERENE AEFRALFEDSRNT N

SCALL AXIS (XREZPTZTL,-ITLSIZ,0C.O ,ZNo4DIVA)
CALL AX3TIS IZZP009T31 TSIv.9MIgtlk

CAL PRNTTEOT IYTLES

7U4 CALL PLOT0 (XT.0,Y31~TTq30IT

CALL PYMOT (XIZPTSI,2)OITE

C CAL PT REERNC. SAE ORAL FEDTRNGHN
POWERTDNSTE PNLO~THES FATVT RDET*OIEPO

86IF (JP.O3T-2) 520990O
90 CALL XIS XREZTZLDITVSZG'3ZIsDV

82CALL PLOT (0.090.09-31

C DRTHEERHSRFCRNN TZR EA E EE

'14 COA PT (1.OsY#
CALL F PLOA T (2,X129Y9)

CALLC 61OT (continued)
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TABLE 10

5 CARD INlPT DATA

CA RD V VA i I A LE__FOR-4AT _OE SCtI P-ION.___________

1 NCkSE ISNUMBER OF PR~OGRAM RUIS.

__Z_ _N Rz____ COE- FOR - E FRACTIVITY MO)EL..____
NREFO0 FREE SPACE :Z.FkACTIVlTY-

NRr2Fz1 EXPONENTIAL REFRACTIVITY
__________________ 0DEL-______

NREF=2 INPUT REFRkIDTIVITY
____________________________RQFILE-MODEL._______

3 .40ATA IS NUMBER OF REFRACTIVITY.PIOFILE

NOATA = IF NRrF=L OR I

2tNA 1Jii ZF15.7JHSjiHJ4TEIGHEST _ALTT 0E...
IN THE REFRACTIVITY PROFILE.

* ...__RMI.)_________ _ RN~l) IS-REFRACTIVTTY AT HN(t)..__
"(LEAVE THIS CARD 3LANK IF

*3 HN(2) 2F15.7 fIN(2I IS SECOND HIG4IEST kLTITUDE
_________________________INTHr REFRACTIVITY PR3FILE.,__
RN(?) RN(2) IS REFRACTIVITY AT HN(2).
______ __________________ (3IT CARDS 5 THR!OUGH (NDATA.33_

IF EITHER NREF=C 01 NRZF~i

NDATA ___ HN(NATALZi3.1.7 --- LOWESTALTITuDE. IN PROFILE.
+3 RN(NOATA) R-FRACTIVITY 'AT*HN(NJATAl.

________________________(OMIT IF NEf~q -.Fa N~ I

NOATA ANlS 3FIS-7 EARTI SURFACE AlTiTUOE IN FEET.
All_____________ EMITrER ALTITUDE IN rEET*
AH44X MAXIMUM ALTITUDE IN FEETFO

__________________________RZN1-EQO-ANOPLOT.TE-D _OUTPUqT.

NDATA XDELTA 2FIS07 OISTANDE 14TERVAL IN NAUTICAL MI
__ ________________ .- FOR PRINT AND PLOT DUT'UT ___

XFrNAL MAXIMUM DISTANCE IN 4AUT MI FOR
PRINTED AND-,PLOTTED OUTPU!T.

NOAtA ELOSi 2F15.7 HIGHEST RAY ELEVATION ANSLE IN

EL3SZ LOWEST RAY ELEVATION ANGLE IN.-
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TABLE 10 (continued)

_________~__ _' .TE QUA.TITY (ELOSI-E'OS2)
S4OULD NOT EXCEED 1.0 DEGREE.

_NDATA. .F..JRI ZFJ3 7 MEITTERFREQUENCY IN MEGAHERrZ.
+7 PW EMITTER PULSE WIDTH IN NICROSEC.

_ ___ __ __ _ SET PW=100000oo0 I- EMITTERI

CONTINUOUS WAVE (C.W.)

NOATA NHV 315 CODE F.OR EMITTER POLaRIZATION..
+8 NHV=i HORIZONTAL POLARIZATION

';_______'__ NH/=2. VERTICAL POLARIZATION

NSL CODE FOR EARTH SURFA:E TYPE.
- _ _ _ _NSL=! .SEA WATER -- -

NSL=2 VERY DRY LAID
_ NSL3 -AVERAGE- LAND

NSL=4 VERY MOIST "AND
" S. .CODE .FOR SURFACE ROU;HNESS,

SEE TABLE BELOW*

j _TALQE ARH OUGHNESS CODES

(FROM MAURICE LONG,..AARREFLEC FROM _LAND_ ANDSEA", _

REF. (35), AND
THE OFFICE OF TELECOMMJNICAT __ONS._.._U,_S.__DEPT_. OF _ONNERuEp_

' REF. (39))

coDE STANDARD DEVIATIONS OF HEIGHT
--OR ..SEAk__N,A NO_N_SURFACES

NRNS (SEA) (LANO)

- 0. .0_.0 -0
1 0.2 9
2Z 0._6 30
3 1.1 56
4 1.7 1_12
5 2o6 214l

4.3 499
5 8.6 1288

a 12.9 2146

NDATA KP13 415 CODE FOR REFRACTIVITY
____________PROFILE PRINTOUT_

<PRO=O NO PRINTOUT
.'PRO-1 PRINTOUT_ --

KGRAO CODE FOR REFRACTIVITY GRADIENT
PROFILE PRINTOUT. ....

KGRAOO NO PRINTOUT
<GRADt1 PRINTOUT

KRAY * TIS VARIABLE IS NOT JSEDo.
._ SET .KRAY= =.

KP'LOT CODE FOR RELATIVE FIELD STRENGTH
___OR POWER DENSITY PiINT3UT.

KPLOT=O iNO PRINTOUT

U
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TABLE 10 (continued)

<PLOT=1 RELATIVE FIE f,
"__'_ "____......._ STRENGTI PRINTOUT___

KPLOT=2 RELATIVE POAER
._;_ -- DENSITY PRITOUT

NOATA NPRO 4I5 CODE FOR REFRACTIVITY
I +10. .... ________ _ PR3FILE PLOT...

4PRO=0 NO PLOT
. ._ _.-. 1PRO=i PLOT

NGRAD CODE FOR REFRACTIVITY GR40IENT
__ _ __ _ __ _ PROFILE PLQT_

4GRAD=0 NO PLOT
___ _ IGRAD=- -PLOT

NRAY CODE FOR RAY TRACE PLOT.
.. ..____ _ 'RAY=O - NO PLOT

4RAY=1 PLOT
,.*' NP..0L.... _ODE -FOR RELATIVE FIELOSTRENGTK__

OR POWER DENSITY PLOT.
_________ _NPLOT=D.. NO PLOT_

'4PLOT= RELATIVE_ FIELD
._ _........_ -STRENGTI PLOT.

NPLOT=2 RELATIVE POWER
"_ _ ___ D.EN S I.TY_PL.Or

NDATA SCALE F1.7 SCALE FACTOR FOR ENL4RSING Oc
_1 ____ ____RE3UCING PLOT SIZE FRO' ITS

NORMAL 5 X i0 INCH FORMAT.
__4ORMAL.PLOT..SIZE _GIVEN WITH

SCALE= 1.
_,__"_ _ _*~ (OMIT THIS CARD AND ALL CAROS.

THAT FOLLOW IF THERE ARE NO
PLITSJ_

NDATA lA4D 12 NUMBER OF CHARACTERS IN PLOT
-_ -BAN4NER.

AHD 7A10 CHARACTERS IN PLOT BANNER*
_ (THIS CARD IS ALWAYS REA__
WHEN THERE ARE ANY PLOTS)

NOATA...I.XX.TL T L 21 NUMER OF CHARACTERS.NX-AXIS_
,13 LASEL.

,.'.,_ XTL 7AL..... CHARACTERS IN X-AXIS LABEL.
*,(T41S CARO READ FOI ALL PLOTS)

NOATA- IYTL 12 NUMBER OF CHARACTERS INY-AXIS
-+14 LASEL.

!. I TT 7A13 CHRCESIN Y-AXIS LABEL.

, " -**(THIS CARD READ FOR ALL PLOTS)

NOATA. 1T.,... NUMBER OC CHARACTERS IN FIRST__
+15 LINE OF PLOT TITLE,

* _*. Iow
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TABLE 10 (continued)

TTL 7ALO CHARACTERS IN fFIRST LINE OF PLOT

**CT4IIS CARD READ FOR ALL PLOTS)

NOATA III .. 1 .NU6 OF CHARACTERS .. ISCOb___
+16 LINE OF PLOT TITLE.

___ _?la_____CHACHAR CTERS IN SECOND LINrE OF. __

PL3T TITLE.
________________________"CJT-uS -CARD -READ FOR ALL PLOTS).__

"" REPEAT CARDS (NOATA~il) THROJGH (NDATA+!6) FiR EACH PLOT
-IN -4 GIVEN - S!_MQLATIQN__RUJN. ________

--PAT ARS 2~. D (NDATA46YFOR EACH SIMULATION
RUN.

-AU
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